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Abstract

Modeling the strategic objectives has been shown
to be useful both for understanding a business as
well as planning and guiding the overall activities
within an enterprise. Business strategy is modeled
according to human expertise, setting up the goals
as well as the indicators that monitor activities and
goals. However, usually indicators provide high-
level aggregated views of data, making it difficult
to pinpoint problems within specific sub-areas until
they have a significant impact into the aggregated
value. By the time these problems become evident,
they have already hindered the performance of the
organization. However, performing a detailed anal-
ysis manually can be a daunting task, due to the size
of the data space. In order to solve this problem,
we propose a user-driven method to analyze the
data related to each business indicator by means of
data mining. We illustrate our approach with a real
world example based on the Europe 2020 frame-
work. Our approach allows us not only to iden-
tify latent problems, but also to highlight deviations
from anticipated trends that may represent opportu-
nities and exceptional situations, thereby enabling
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an organization to take advantage of them.

1 Introduction

Modeling the business strategy has been shown to
be useful both for understanding a business [3] as
well as planning and guiding the activities within
an enterprise [11]. Most enterprises represent the
business strategy in a textual fashion, captured in
the business plan. Then, once the business plan
has been established, the business intelligence sys-
tem of the organization helps to monitor business
performance by means of Key Performance Indica-
tors (KPIs) [16]. For example, an organization may
have the goal of “Increasing revenue” by achiev-
ing “Increasing market share”. These goals could
be monitored by the KPIs, “Revenue” and “Market
share”.

Traditionally, organizations are interested in
monitoring these KPIs in order to identify unwel-
come or unexpected situations, either positive or
negative, that affect their goals. Currently, this kind
of analysis is done by measuring how close or how
far the values of KPIs are from their targets [16],
defined in terms of an acceptable range. It is of-
ten the case, however, that these KPIs do not re-
flect the anomalies within the sub-areas that are
being monitored by the KPI, since they represent
high levels of aggregation. We refer to these sub-



areas as sub-markets. For example, sales may have
decreased dramatically in Trento, but this may not
be noticeable by looking at national aggregates for
Italy. Moreover when KPIs do deviate significantly
from their target values it is mostly the task of an
analyst to seek the reasons behind these exceptional
events. Finally, such KPI deviations are only mon-
itored in isolation, non-systematically, rather than
within the context of the strategic model. As a re-
sult, the impact analysis for a deviation is limited.

Although current dashboards and scorecards al-
low users to analyze the data in detail, perform-
ing the monitoring and analysis processes manu-
ally can be a daunting task, since (i) the under-
lying data warehouse commonly contains multi-
ple dimensions [13], thus making analysis a time-
consuming process, (ii) identifying a significant
event is challenging, due to the knowledge required
to interpret the data for each specific part of the
market, and (iii) explaining the results in the con-
text of a strategic model is even more difficult,
since it presupposes understanding how the results
may affect every relevant goal and indicator.

In order to tackle these problems, we propose
a semi-automated method for generating a set of
monitoring and diagnostic queries from a strategic
point of view, in order to (i) identify unexpected
and/or unwelcome situations in the context of a
strategic model, (ii) explain why these situations
occur, and (iii) identify how they may affect other
strategic elements. Furthermore, we show how all
the steps in our approach can be applied to a real
case by means of an illustrative running example
based on the Europe 2020 framework, to be de-
scribed in the following section.

Specifically, in our approach, we monitor groups
of related indicators for identifying if certain goals
are going to be achieved on time. Moreover, we are
able to detect outliers within such groups that could
point us to anomalies that should be either cor-
rected or confirmed, i.e., “Why Sales have dropped
in Barcelona but not in Madrid?”. Additionally,
we are able to explain such outliers by focusing
on specific areas of the data warehouse that are re-
sponsible for these anomalies. Finally, we consider
that our approach could be applied to work with
big data analysis techniques, thus allowing the re-
sults to be evaluated from an strategic perspective
and helping users to understand what these results
mean for the business.

The remainder of this paper is structured as fol-

lows. Section 2 presents the background work, in-
cluding an illustrative example. Section 3 describes
an overview of the steps involved in our approach
applied to our case study. Section 4 presents the re-
lated work. Finally, Section 5 discusses the results
and sketches directions for future work.

2 Background & Problem For-
mulation

2.1 Modeling the Business Strategy:
An Illustrative Example

In this section we describe the basic elements
within the business strategy in our approach, by
means of an illustrative example based on the Eu-
rope 2020 framework.

The Europe 2020 framework aims to specify a
set of strategic goals to be met by the European
Union (EU) by 20201. Some of these goals have
clear target values and indicators established, al-
lowing the EU to monitor their performance and
be aware of deviations from the initial plan. Ad-
ditionally, as the EU is integrated by several coun-
tries, each one of them with its own characteris-
tics such as population, industry, etc., each coun-
try has its own particular objectives. As a result,
under-performers may be compensated by over-
performers, resulting in a high level indicator that
correctly shows the UE is meeting its goal, with-
out reflecting outliers that represent a potential
threat. Furthermore, much like in traditional busi-
ness plans, the descriptions provided in the frame-
work only highlight a handful of relationships be-
tween goals, with no claims of completeness or
consistency. We can see an example of these goals,
indicators and the relationships between them in
the Europe 2020 employment axis represented in
Figure 1.

In order to model the business strategy, we make
use of a simplified version of the Business Intelli-
gence Model (BIM) [9]. According to this meta-
model, the elements involved in the Europe 2020
framework are as follows:

First we have Goals, which capture the objec-
tives of the organization to be achieved. There are
three kinds of goals: Strategic (long-term), Op-
erational (medium-term) and Tactic (short-term).

1For more information see:
ec.europa.eu/europe2020/index en.htm



Figure 1: Excerpt of the European 2020 strategic model

Within the Europe 2020 framework we have Strate-
gic Goals that define the axis of the strategy,
such as “Employment rate increased”, “Expendi-
ture on R&D increased”, or improve “Environ-
mental care”. As some of these goals can not
be monitored directly, they are refined into addi-
tional strategic goals. For example, “Environmen-
tal Care” is refined into diminishing “Green house
gas emissions”, increase the “Share of renewable
energy in gross final consumption”, and diminish
“Primary energy consumption”. In order to achieve
these high-level goals, a set of Operational Goals,
that influence the strategic goals, are defined. Ex-
amples of operational goals are “Fast digital market
created” or “Individual skills developed”. Finally,
since Europe 2020 is a long-term plan, it includes
no Tactic goals.

Second, we have a set of Indicators that moni-
tor the performance of Europe 2020 goals, and alert
about deviations in the targeted values. Some of
the indicators included in the Europe 2020 strat-
egy are “Employment rate %”, “Early leaver % be-
tween 18 and 24”, or “Index of Greenhouse gas
emissions”. Each of thse indicatorsr presents a tar-
get value (value to be achieved), a threshold (mar-

gin between good and bad performance), a current
value and a worst value. According to these values
we can analyze how much we are deviating from
our targets. In addition to these attributes, in this
work we extend BIM with two additional attributes.
The first one is the “time to target” often employed
in scorecards and required in order to perform time
series analysis. This attribute describes how much
time is left to achieve the expected target value.
The second attribute is the refresh rate of the indi-
cator, which is required for monitoring purposes,
and describes how often the indicator should be
monitored.

Third, we have Situations, which describe exter-
nal or internal influences that may affect the busi-
ness strategy and its goals, positively or negatively.
An example situation would be “Economic Crisis”.
However, since the Europe 2020 framework does
not explicitly mention this situation (it is managed
by the EU on its own), it has been omitted from the
model.

Finally, we add the concept of Strategic query
over the model. A strategic query formalizes
a goal, allowing to check if it is achieved or
not. A simple query for “Employment rate in-



creased” goal would be EmploymentRate >=
75%. However, these queries can be made
more complex, including subtargets ∀Ci ∈
Countries, EmploymentRateC >= TargetC
and trends EmploymentRate2020 >= 75%, or
involving multiple goals [9].

By modeling these elements, and by associating
KPIs to business goals, we obtain a clear view of
the strategy that our business is following, as well
its current status.

2.2 Monitoring a Business
Strategy

Monitoring a business strategy by relying only on
KPI information (current vs target values, time
left) can conceal lurking problems, especially when
KPIs are highly aggregated. Therefore, it is neces-
sary to issue queries that monitor the evolution of
both KPIs and sub-areas within these KPIs period-
ically.

For example, consider again the case of Europe
2020. The aggregated indicator for Employment
Rate currently shows a deviation of less than 7%
compared to its target value. However, is this de-
viation distributed equally among each country? It
may be known that in some countries unemploy-
ment rates are increasing, leading to increasing de-
viations from their targets. However, the commu-
nity as a whole may not be aware of these devia-
tions until they become problems that threaten the
global target.

In order to adequately monitor these situations,
we need to pose strategic queries. For example,
in the case of Europe 2020 a manager could pose
queries described in natural language such as “Is
it expected that we meet our Employment Rate
goal?” This query would derivate into several other
queries like “Are there other countries displaying a
similar pattern to those that are struggling?” “What
countries are close to their own sub-targets?” The
information gathered from these queries helps to
monitor the status of the strategic goals and identify
potential problems arising, even if the aggregated
indicator is not accurately reflecting them. How-
ever, it is often the case that anomalies are latent
and thus, the number of monitoring queries that can
be posed increases exponentially, thus complicat-
ing the monitoring task. Therefore, in order to re-
strict the search space it is necessary to determine
two aspects:

1. Dimensionality. What are the relevant di-
mensions that we are interested in analyzing
in detail? In Europe 2020, we are interested
in finding anomalies within Country and Time
dimensions, whereas if we were analyzing the
evolution of sales we might be interested in
Customer Segments. These relevant dimen-
sions are not necessarily those restricting the
calculation of the indicator to be monitored.

2. History. What are the relevant periods of time
for the queries of interest? In the case of Eu-
rope 2020, we may be interested in analyzing
only the period after the start of the economic
crisis, or we may actually want to consider the
data before the beginning of the crisis.

Finally, once these aspects have been deter-
mined, we need to transform strategic queries into
one or more data warehouse queries that moni-
tor the strategy and identify potential outliers and
anomalies that can be highlighted for the analyst.

3 Proposed Approach

In this section we describe our proposal for mon-
itoring the business strategy and detecting anoma-
lies. An overall view of our process can be seen in
Figure 2. First, we gather input from the user. This
input is composed by the set of goals, situations,
and KPIs to be monitored. Then, for each KPI,
we gather the relevant dimensions from the data
warehouse that should be considered (Dimension-
ality) and the relevant period of time (History). As
a data warehouse may contain several dimensions,
performing a search on every possible combination
can be very costly, thus the initial knowledge from
the user can speed up the analysis process. After
gathering the input from the user, we proceed to the
setup step. The setup step calculates the necessary
data for the analysis. Specifically, we identify the
target values for each sub-market to be considered.
Afterwards, we proceed to the monitoring step. In
the monitoring step, a set of algorithms analyze the
data and identify the existence of deviations and
outliers, whether in the aggregated values or in any
of the sub-markets.

Our process requires us to be able to decompose
business strategies into components, and specialize
them to lower level sub-markets. All of the above
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Figure 2: Overall view of the monitoring pro-
cess

in an automated manner that will assist analysts to
monitor their strategic goals by pointing out:

• The performance for each goal based on the
targets for their KPI values. Either at the high-
est level of aggregation, or at different sub-
markets. For example we might need to know
that a specific goal has failed for Western Eu-
rope, even if it has succeeded for Europe in
overall.

• The KPIs that demonstrate unexpected behav-
ior with regards to previously correlated mar-
kets, or their parent market segments. For ex-
ample we might need to know if Italy is follow-
ing a different trend than the rest of Europe,
or if Italy is following a different trend than
Greece, even though they were correlated in
the past.

Based on the above requirements, we define two
different kinds of diagnostics:

• Performance diagnostics: How are we doing
with regards to a goal, based on the KPI value
and our targets?

• Expectation diagnostics: Is the current
value/trend expected based on the data in
other parts of our data warehouse?

After providing an overall view of the process, in
the following subsections we describe our process
in detail using the Europe 2020 framework, previ-
ously introduced in Section 2.

3.1 User preferences
The first step in our process is gathering user pref-
erences. Recently, employment rates in certain
countries as well as the importance of education
have been a hot topic. The current Employment and
Education aggregated indicators do not show ex-
treme deviations, and we have no knowledge about
the potential influences among them. Therefore, as
users, we will choose to focus on the Employment
and Education axis from the Europe 2020 frame-
work. The description of these axis is as follows:

• Employment axis has the target of achiev-
ing a 75% aggregated Employment Rate in the
whole EU. Furthermore, each country has as-
signed its own sub-targets, such as 74% for
Spain, or 67% for Italy. This axis is modeled
in Figure 1.

• Education axis is subdivided into two main
indicators. The first, measures the rate of
Early leavers from education and training,
and its target value is set to 10% or less of
abandonment rate for people between 18 and
24 years. In addition to having different sub-
targets for each country, the comparability of
this indicator is restricted over countries and
time, due to different implementations in the
way of measuring its value. Second, the EU
aims to achieve a Tertiary educational at-
tainment rate of 40% or more for people be-
tween 30 and 34 years, with each country hav-
ing its own sub-target. This axis is modeled in
Figure 3.

Furthermore, each of these axis is supported by
one or more initiatives planned by the EU commis-
sion, and grouped into pillars. Each initiative rep-
resents a course of action to be followed in order
to achieve the strategic and operational goals, and
may include milestones and sub-indicators to mea-
sure their progress. The pillars that support Em-
ployment and/or Education are:

1. Smart Growth pillar includes the initiatives
“Creating a single digital market based on fast



Figure 3: Education axis within the Europe 2020 strategy

and interoperable applications”, focused on
increasing internet speeds throughout Europe,
and “Youth on the move”, focused on improv-
ing individual skills and foster student mobil-
ity.

2. Inclusive Growth includes the initiatives
“Creating an agenda for new skills and jobs”,
focusing on helping people acquire new skills
and modernizing labor markets to raise em-
ployment levels.

In order to support the analysis of this strategic
model we require a data warehouse. A data ware-
house stores information in terms of facts [13], and
is structured according to a Dimension Schema D,
a Measure Schema, and a Fact table. The Dimen-
sion Schema defines a set of dimensions that pro-
vide context information. The Measure Schema
contains all the measures available in the data ware-
house. These are real numbers on which we can
apply functions and aggregate them over the differ-
ent dimensions defined in the Dimensions Schema.
Finally, the Fact table stores the fact data. On
top of a data warehouse, analysts can define KPIs,
by combining aggregations (KPI terms) into com-
plex formulas and by assigning target values. Fur-
ther on, these KPIs can be restricted to various
sub-dimensions e.g. specific countries, via KPI-
Restriction operations that drill down in the data
warehouse, for all the terms of a KPI.

An example Dimensions Schema is that of
Figure 4, where the non-sequential dimensions

are DNS = {Country, Euro}, the sequential2

are DS = {Time, Total area}, and we have
the following hierarchies I = (iCountry =
(Region,Country), iEuro = (In Euro),
iTime = (Y ear,Quarter,Month,Day,Hour),
iTotal area = (Area in km2)).

Note that we make a distinction between sequen-
tial and non-sequential dimensions, such that we
are able to monitor trends of measures over the val-
ues of sequential dimensions, and compare these
trends among different parts of the data warehouse.
The most intuitive sequential dimension is that of
Time, where analysts need to compare how the val-
ues of various indicators fluctuate over the course
of time. Other examples can be relatively stable
dimensions that can not be considered measures,
such as the area of a country, where analysts are in-
terested on monitoring the trends by using the area
of each country in the horizontal axis.

With these considerations, we gathered the data
for our case study from the official source for Eu-
rope 2020 data, the Eurostat3. Eurostat provides
data in the form of tables for each indicator both at
aggregated EU level, as well as for each country. A
subset of the data warehouse schema can be seen in
Figure 4.

According to this schema, we choose to use both
Time and Country dimensions for the analysis of
Employment and Education indicators, and we in-

2A sequential dimension contains instances that
have an order established

3http://epp.eurostat.ec.europa.eu/portal/page-
/portal/eurostat/home/
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clude all the data available since year 2000 into the
analysis.

3.2 Setup Step

After the user preferences step, we proceed to the
setup step. During the setup step, if the user has not
selected specific KPIs, we identify all the KPIs for
each goal by scanning the strategic model. Then,
for each KPI, we need to identify all the KPI target
values for each of its sub-markets, in order to sup-
port Performance Diagnosis. This can be done by
either scanning a Knowledge Base where these pro-
jections are predefined, or in case that it does not
exist, use the data warehouse for adjusting these
values for each specific sub-market. This is done
based on the relative size of this sub-market with
regards to the higher level aggregation. In our sce-
nario, we want to analyze Employment Rate, where
we can adjust the target value for specific countries
by finding the ratio of the historic average employ-
ment for a specific country, over the European his-
toric average. An issue that arises here is that there
might be more than one parent markets when we
have sub-markets that are restricted by more than
one dimension or that have multiple hierarchies of
aggregation. So we need to decide, for example,
if it makes sense to compare Italy to the countries
that are in Eurozone (Eurozone classification), to
the countries that are in South Europe (Region clas-
sification), or to all the countries. One could con-
sider all of them and average the ratios, or pick the
one that makes more sense. In the following sub-
sections we analyze these aspects in more detail.

3.2.1 KPI Value Segmentations for Perfor-
mance Diagnostics

Being able to produce sequences of observations
for each KPI, and specialize them to various sub-
dimensions or hierarchy levels, will give us the raw
data. But we still need to address two important
points in order to support Performance Diagnosis.

1. The first problem is that of missing values.
There are cases where we have data for all the
years except one, or cases where we are inter-
ested on extrapolating our data for predicting
future values based on the past trends. In such
a scenario, we need to be able to either inter-
polate the data, in order to produce an approx-
imation of a missing value, or if we are inter-
ested in forecasting future values, use a time-
series forecasting algorithm to do so. This will
help us in two directions:

• First, we will be able to create complete
data series even if some of the interme-
diate values are missing.

• Second, we will be able to produce
ahead of time (if the sequential dimen-
sion is time) performance analytics, and
thus identify if a goal is going to fail or
succeed in the near future.

2. The second problem is that of measuring the
degree of performance success for different
KPI-Restrictions. For example, given that a
value> 1% of people in risk of poverty is bad,
we would like to find out what this number
is for other dimension restrictions e.g. per
country, in/out of Eurozone, or even different
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years. This will help us automatically identify
our target values for sub-markets as well as
sub-periods for a specific high-level KPI, that
is defined in a strategic model.

Missing and Future Values

Initially, given a set of observations seen so far for
a KPI, we are interested in forecasting its future
values, such that we provide in-time insights. The
values that compose each KPI can be seen as a
training set, based on which a prediction model p
can be trained. This prediction model can then be
used to forecast the observations that have not been
recorded yet. For example, in Figure 5, we can see
Employment Rate values projected into the missing
years, in order to analyze if we will meet our goal.

Definition 1 (KPI Data-Series Value Forecast-
ing Query) Formally, given a KPI Data-Series
ds = DS

dj

ki
(is, ie) for a period is to ie, on a se-

quential dimension dj , we are interested in train-
ing a prediction model p in order to predict values
of ds for time points if > ie.

forecast(DS
dj

ki
(is, ie), p, if ) returns x ∈ R

In the same spirit, we can define an opera-
tion that interpolates missing values within a cer-
tain range. In both forecasting and interpolation,

queries can be answered using well known statis-
tics algorithms. Some common forecasting meth-
ods are those of moving averages, ARIMA models
and the Box-Jenkins methodology [4].

Projecting KPI Value Segmentations

As we stated earlier, being able to project target
KPI Value Segmentations to KPI-Restrictions (sub-
markets) is crucial for monitoring sub-markets.
This is because we need to be able to monitor our
expectations on a higher-level market aggregation
(e.g. unemployment all over Europe) as well as for
different sub-markets (e.g. unemployment in Italy,
France, etc.) and not only in overall.

In order to do so we need to be able to extract
the value segmentations for a KPI-Restriction in
any given dimension-instance pair, either sequen-
tial or not. So for example, given that an Employ-
ment Rate of 75% is “good” for EU in overall, it
is not trivial to project what is good to different
sub-markets such as different countries, countries
within Eurozone and more. Given this, we define
a KPI Value Segmentation Projection Query that
should be able to mine a database for identifying
such KPI-Segmentation breakdowns.

This is a process that can be done either in an au-
tomatic, or in a manual way. This means that either
the system must be able to project the value seg-
mentation [15] to lower level markets, for example
by comparing market shares of previous years; or
that the analyst has to manually specify a projec-
tion function that maps segmentations to the lower-
level.

The most intuitive way of breaking down KPI
segmentations is that of allowing the analyst to
manually define them. These are two examples
that demonstrate this case.

Example 1 (Temporary Reforms: Manual Pro-
jection on the Time dimension) After applying
some temporary economical reforms, we could
specify that we expect a slight decrease in unem-
ployment within a certain period. As a result, we
would need to specify a 20% unemployment tar-
get for the first year, while for the second and third
year we should have a 16% and 10% unemploy-
ment rate, even if our final target was 10%. If we
had not projected our expectations for all the years,
we would have been failing during each year until
we reached our target, even though this should not
be the case.



Example 2 (Development Level: Manual Pro-
jection on the Space dimension) In the same
sense, one would expect that unemployment should
be lower in more industrialized and developed
countries than in developing ones. As a result we
might have expected that the unemployment in a
certain country should be lower than others over
the years. This is the case for Europe 2020, where
the Employment Rate target for each country is set
individually.

The second way for projecting segmentations
is that of automatically mining the data ware-
house. Given a database with values from previ-
ous years and a KPI. We can calculate, for every
KPI-Restriction, the value of this KPI. Moreover,
for each term of the KPI we can identify what is
the market share of this term when compared to
the “larger” parent market. This is an essential
operation on data warehouses, where we calculate
what is the contribution of a base-cell on a higher
level aggregation. Since KPIs are complex func-
tions, their values can not always additively calcu-
late the higher level KPI. However, we are able to
identify the contribution of each simple aggrega-
tion term of a KPI-Restriction to the general KPI.
By feeding these ratios in the KPI calculation for-
mula, we can identify the expected value for this
KPI-Restriction. This process can be seen in Algo-
rithm 1, where we iterate over all the KPIs defined
in the strategic model. For each one of them, we
identify every possible dimension-instance pair set
and we calculate the value of the KPI for it. We
then find all the parent market segments of this sub-
dimension, and calculate the ratio of its value to
the value of the KPI for the parent market segment.
Then using an user defined function, we combine
all these ratios in order to choose either the most
meaningful or an aggregation of them.

An example for the employment KPI is the fol-
lowing. Starting with the aggregation of employ-
ment all over Europe, we calculate the employment
for all countries, then for all regions and finally for
the eurozone dimension. At each step we compare
this KPI to the KPI of its parent market segments.
For example, we compare Spain to Europe, Spain
to Eurozone, Spain to Southern Europe. We then
use the user defined function to choose the most
appropriate ratio, or to aggregate them, thus adjust-
ing the global target value to this sub-dimension.
In the same way we compare Eurozone to Europe,

each Region to Europe, and adjust the target values
for the related sub-dimensions.

Example 3 (Temporary Reforms: Automatic
Projection on the Time dimension) As per our
previous example, we could take a look at similar
situations, e.g., previous Temporary Reforms, and
mine the percentages over the different years with
regards to the overall target value.

Example 4 (Development Level: Automatic
Projection on the Space dimension) We could
automatically calculate the average unemployment
rates for the past years for all the countries in East
EU, and compare each country’s average to the to-
tal average. This ratio can then be used to adjust
the expectations for each country on its own.

Partial History Selection

Further on, in our scenario we only want to select
parts of the data warehouse (from 2000 onwards)
for performing the target value projections, instead
of the complete historic knowledge. Partial history
selection can become more complex, selecting iso-
lated parts of the history. An example could be an
economic crisis, where we want to get unemploy-
ment data only from periods where there was a fi-
nancial crisis affecting some parts of Europe, and
use them to adjust the target values for each sub-
market. In order to deal with these situations, we
can have a Knowledge Base that contains historic
situations pointing to parts of the data warehouse
that contain data related to them. Thus, we retrieve
only the values from the relevant time intervals.

Summarizing, before proceeding to the monitor-
ing step, we need to know how to fill the missing
and target values of the KPIs, both for the aggre-
gated data and for each sub-market. As we have
shown, we can project segmentations using the pre-
vious data, either by:

• Using the current information available about
the evolution of each KPI.

• Performing Partial History Selection for fo-
cusing on specific situations that affect this
KPI that have occurred in the past, using a pre-
annotated knowledge-base of past situations
and types of situations.



Data: KPIs: K, Predefined Target Value Projections: P , Data Warehouse: DW
Result: Kproj

Kproj = K;
foreach k ∈ K do

foreach Possible Sub-Dimensions d of k do
krestricted = SelectSubDimension(k, d);
if hasPredefinedTargetValues(krestricted, P) then

krestricted.targetValues = getTargetValues(k,d,P);
else

restrVal = calculateKPI(k, d, DW );
pall = findParentMarketDimensions(krestricted);
parentKPIValueRatios = [];
i = 0;
foreach p ∈ pall do

parVal = calculateKPI(k, p, DW );
parentKPIValueRatios[i++] = restrVal / parVal ;

end
krestricted.targetValues = calculateTargetValues(parentKPIValueRatios);

end
append(krestricted, Kproj);

end

end
Algorithm 1: Performance Diagnosis Setup

3.2.2 Expectation Diagnostics

In the previous sections we have focused on prepar-
ing the necessary data to answer Performance Di-
agnostics questions such as “Will we meet our goal
for Employment Rate by year 2020?”. However, as
introduced in Section 2, we are also interested in
being able to identify if there are hidden anomalies
such as countries deviating from their usual behav-
ior. For example, it is relevant to know if Spain
or Greece are deviating from the employment be-
havior of other countries and when they started de-
viating. These questions fall into the Expectation
Diagnostics category.

In order to support Expectation Diagnostics, we
need to perform clustering at the base level of our
data warehouse, such that we group our data and
introduce hidden dimensions that can be used for
aggregating their members, and producing trends
that describe them. These aggregated trends, can
be used to monitor for parts of the warehouse that
are deviating from their previous clusters.

Expectation Diagnostics is the process that al-
lows an automated monitoring system to compare
current KPI trends to expected KPI trends. Expec-
tation differs from Performance in the sense that

it tries to capture differences among different lay-
ers of aggregation and different parts of the data
warehouse, where the same trends should tradition-
ally be observed. An example is that sub-markets
should most of the time follow the same trends as
their parent market segments. For example, un-
employment in Spain could be expected to follow
the trend of unemployment of Europe. If this is
not the case, then Spain constitutes a special case
that is worth being reported to an analyst. At the
same time, this might not always be the case, as
there might be sub-clusters within a certain hierar-
chy level, that do not necessarily follow the same
trends [20]. For our scenario, we can see the trends
and clusters of Spain and Greece compared with
the trend of EU in Figure 6.

In order to be able to capture such insights, we
need to support data series similarity queries for
performing the following actions.

1. Clustering data series from different parts
of the data warehouse, thus producing more
meaningful levels of aggregation, where the
aggregations follow the same trends as their
components. An example would be the cre-
ation of clusters of countries that follow the
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Figure 6: Cluster of Spain and Greece, over EU
employment percentage

same unemployment trends, when this clus-
tering is not provided by any of the current
dimensions (e.g. Region, Eurozone, etc.), but
rather from a hidden dimension that could be
introduced by a clustering algorithm.

2. Comparing data series with their parent mar-
ket segments, either computed via cluster-
ing, or physically located in the Dimen-
sions Schema, in order to identify unexpected
trends.

Consequently, similarity queries have to be used
both while monitoring for unexpected deviations,
and while periodically trying to find or update ex-
isting clusters in the data warehouse. As a result,
such systems should be able to efficiently answer
similarity queries on large collections of data series
defined as follows.

Definition 2 (KPI Data-Series Similar-
ity Query) Given a two KPI Data Se-
ries ds1 = DSd1

k1
(p1s , p1e , p1in) and

ds2 = DSd2

k2
(p2s , p2e , p2in) of equal size, for

two KPIs k1 and k2, we are interested in finding
out the distance between ds1 and ds2, by using
a distance function δ that returns a real number
representing this distance.

series similarity(ds1, ds2, δ) returns x ∈ R

The problem of answering similarity queries
in databases of data series was first introduced
by [1] in 1993. A common approach to handle
such queries is by reducing the dimensionality
of the data using a dimensionality reduction
technique [7, 12] and then building a specialized
index structure [2, 18, 6]. Some example distance
functions that can be used on top of such indices
are the Euclidean Distance, Dynamic Time Warp-
ing [17] and others.

After the setup step, we should end up with a set
of KPIs and their corresponding target value pro-
jections for each different sub-part of each KPI.
Subsequently these new Sub-KPIs will be used for
Performance Diagnosis both at a high level as well
as at a lower level, thus allowing the analyst to ad-
just a strategy to all the important parts of the data
that demonstrate a bad performance. Moreover,
for Expectation Analysis we should end up with a
new set of dimensions inserted in the Dimensions
Schema, such that we are able to use them as if they
were preexisting in the data warehouse.

3.3 Monitoring Step

The last step in the process is the monitoring step.
The monitoring step is responsible for monitoring
all the KPIs related to each goal, aggregate their
statuses, and provide insights for each one of them.
The first step of the process is the one related to
Performance Diagnosis. Here, the system should
be able to identify whether a goal is failing or not.
In our scenario, we need to know if we are currently
meeting or not our target for Employment and Ed-
ucation.

• If the overall goal is failing, or about to fail,
we need to drill down in our data warehouse,
by restricting the KPIs to various dimensions,
in search of the sub-markets responsible for
the overall failure.

• If the overall goal is succeeding, we need to
point out to the analyst the parts of the Ware-
house with the greatest success, that are prob-
ably responsible for this good status, as well
as the ones that can still be improved.

A baseline algorithm would start with the gen-
eral, unrestricted KPIs, and gradually produce re-
stricted KPIs for all dimension-instance pairs. Sub-
sequently, by calculating their values it should



Data: Goals: G, Data Warehouse: DW , Time Dimension: t, forecast step: f, forecast
prediction model: p

Result: statuses
statuses = [];
foreach g ∈ G do

foreach Possible Sub-dimensions d, except time do
goalKPIStatuses = [];
foreach k ∈ getKPIs(g) do

krestricted = SelectSubDimension(k, d);
kdata series = DataSeriesGrouping(k, t);
ds = ComputeDataSeries(kdata series);
futureVal = forecast(ds, p, f);
goalKPIStatuses.add(getKPIStatus(krestricted, futureVal));

end
statuses.add(aggregateKPIStatuses(kpiStatuses, g));

end

end
Algorithm 2: Performance Diagnosis Monitoring

be able to produce analytics for each sub-market.
Moreover, by performing Data-Series Grouping
operations for each one of the restricted and un-
restricted KPIs, forecasting algorithms can be used
for performing this kind of analysis ahead of time.
The output of the algorithm should be an overall
status for the general goal and various insights for
the status of this goal for various sub-markets. This
algorithm can be seen in Algorithm 2, where we
start by iterating over all the goals, for each goal
we iterate over all the related KPIs and calculate ev-
ery possible dimension restriction in all dimension-
instance pairs. For each one of them we calculate
the KPI Data Series on the time dimension, until
the current time point. We then try to forecast the
value for a future time f , using a prediction model
p, both of which we have as input from the analyst.
This future value (if f is set to 0, corresponds to
now), is translated to a status. By aggregating all
these statuses we can calculate the overall status of
each KPI-restriction, as well as of the general KPI.

Obviously, the search space can explode really
fast, as the number of combinations of dimensions
and instances is very large. To overcome this prob-
lem various pruning techniques can be used, such
as stopping to drill in when a sub-market of the
original KPI has been marked as failed. For exam-
ple, when we identify that East Europe is failing,
we could either choose to drill in to the Eurozone
dimension, or report this to the analyst and only
drill in, on demand.

The last monitoring step is that of Expectation
Diagnosis, where we are interested in finding mar-
ket segments that are outlying with regards to their
parent market segments. This process can be done
in a top-down way, as described in [15], where we
start at the highest level of aggregation and only ex-
plore the dimensions that are part of the most dis-
similar descendants of this aggregation. This step
makes use of the KPI Data Series and clusters pre-
viously calculated, and helps the user to find out
diverging trends within the data as will be shown
in the following section.

3.4 Result Analysis

In this section we present the results of following
our process for analyzing Employment and Educa-
tion with regards to Europe 2020 goals. As we can
see in Figure 7, the Performance Diagnosis sug-
gests that we are not expected to meet our goal in
Employment if we follow the current trend. How-
ever, if analyzed in detail, we can see in Figure 7
that some countries present more significant differ-
ences with their targets than Europe overall. Malta
for example, has already succeeded, while Ger-
many is about to succeed, and Greece will probably
fail to do so. In order to discover such insights, Al-
gorithm 1 is run as a setup step to identify the target
values for EU and for all the other sub-dimensions
in the Data Warehouse. In this case, EU has de-
fined specific targets for each country, and these
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Figure 7: EU failing to meet its target, but
Malta succeeds, Germany is about to succeed,
and Greece will probably fail.

targets are monitored in a top down fashion by Al-
gorithm 2.

By means of Expectation Diagnostics, we can
find out what countries started to diverge from their
traditional behavior, and when this started to hap-
pen. An example can be seen in Figure 8, where
we can see that Spain fails to succeed to its target,
something that constitutes a Performance Diagnos-
tic. Moreover, while traditionally correlated with
the Baltic countries, it starts to deviate and this is
an Expectation Diagnostic, as the last years’ course
is not expected considering previous clusterings.

Finally, with regards to Education, Spain had
been deviating from its target until the beginning
of the economic crisis, when, unexpectedly, it
changed its trend.

As we can see, with our process, we can obtain
Performance and Expectation Diagnostics that
provide important information in order to analyze
in-depth the performance of the business. Further-
more, these results can be reflected into the strate-
gic model in order to analyze their impact. It is
worth noting however, that finding the reasons for
latent anomalies requires additional considerations
and is out of the scope of this paper.

4 Related Work
In this section we summarize the related work in
the area of business monitoring. The most com-
mon asset used for monitoring tasks by enterprises
until now has been the Balanced Scorecard [11]. A
scorecard integrates several high level KPIs in or-
der to provide an overall view of the performance
of the business. However, a scorecard only pro-
vides an aggregated view of the data and does not
consider the relationships between indicators. In an
attempt to provide deeper analysis, businesses also
include several Dashboards [8] that provide more
detail about each indicator. Despite this effort, the
potential number of different sub-market aggrega-
tions make it next to impossible to ensure that no
anomaly goes unnoticed.

In terms of business modeling, Strategy maps
[10] provide an overall view of the strategy of the
enterprise. However, they are not (i) completely
formal and (ii) they do not provide an integrated
view of the status of the business. Similarly, in
other areas, such as Software Engineering, propos-
als as [19] have been defined in order to specify
monitoring conditions over requirements. Yet, in



most cases the monitoring task is still left to the
user. In [5] the authors propose the Goal-Question-
Metric approach in order to monitor software de-
velopment. However, when the approach is ap-
plied to business environments, the result obtained
is a set of KPIs for monitoring the business per-
formance that suffer from the drawbacks presented
in the introduction. Finally, In [14] the authors
propose the Willow architecture for system surviv-
ability. It aims at making systems avoid, eliminate
and tolerate faults. It is able to monitor fault se-
quences, their inter-dependencies, as well as fault
hierarchies. Each fault sequence is modeled by a
finite state machine (FSM) which is triggered by
system events. When certain FSMs reach a fault
state, action is taken. Yet, although such systems
work well for system survivability, their purpose is
to identify events and perform actions accordingly,
rather than monitor trends towards the fulfillment
of a set of goals as well as their statuses.

Considering the fact that data warehouses com-
monly contain a large number of dimensions, iden-
tifying significant events as well as explaining them
in the context of a Strategic Model, can be a daunt-
ing task for the analyst to be done in a manual way.
As a result, automated tools that allow for the eval-
uation of continuous queries in regards to a Strate-
gic Model have to be developed. One of the most
significant challenges though, is that of converting
the sets of formal goals specifications into well de-
fined queries that can be continuously evaluated on
top of a data warehouse.

5 Conclusions
Monitoring the business requires an in-depth anal-
ysis of the Key Performance Indicators (KPIs), as
otherwise, problems within the sub-markets will
go unnoticed until they threaten the global target.
However, given the complexity of the search space
it can become a daunting task if performed man-
ually. In this paper we have presented a semi-
automatic approach to tackle this problem by (i)
modeling the business strategy and deciding on
what KPIs should be monitored, (ii) describing a
process to analyze sub-markets and evaluate their
performance, and (iii) specifying a set of algo-
rithms to perform this process. Furthermore, we
have tested our approach by means of a real case
study on the Europe 2020 framework, publicly
available. The great benefits of our proposal are
that we can identify anomalies, relationships, and

deviations in the data that are not reflected at an
aggregated level. Therefore, we are able to diag-
nose the existence of anomalies before they be-
come threats for the business.

Our future work is focused on identifying the po-
tential causes and solutions of a diagnosed prob-
lem. Additionally, we plan to analyze the impact of
data quality in the process and testing scalability of
the approach with larger data samples. Finally, an
interesting research path is that of identifying hid-
den relationships in the strategic model being used.
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Alejandro Maté is a PhD student at the University
of Alicante, Spain. He received a BS and a MSc De-
gree in Computer Science from the University of Ali-
cante. He has published several papers in international
conferences such as CAiSE, ER, and RE. His research in-
volves data warehouses, model driven development, and
requirements engineering.

Themis Palpanas is a professor of computer science
at the University of Trento, Italy. He received a BS de-
gree from the National Technical University of Athens,
Greece, and the MSc and PhD degrees from the Uni-
versity of Toronto, Canada. His research solutions have
been implemented in world leading data management
products and he is the author of five US patents. He is the
recipient of three Best Paper awards (PERCOM 2012,
ICDE 2010, ADAPTIVE 2009) and founding member
of the Event Processing Technical Society.

Juan Trujillo is a professor at the Computer Science
School at the University of Alicante, Spain. Trujillo re-
ceived a PhD in Computer Science from the University of
Alicante in 2001. His research interests include database



modeling, conceptual design of data warehouses, and
data warehouse quality and security. He has published
over 40 papers in national and international conferences
and journals such as ER, ADBIS, JDMS, and DSS jour-
nal. He is a Program Committee member of several con-
ferences such as ER, DOLAP, and SCI.

John Mylopoulos holds a distinguished professor po-
sition (chiara fama) at the University of Trento, and a
professor emeritus position at the University of Toronto.
He earned a PhD degree from Princeton University in
1970 and joined the Department of Computer Science at
the University of Toronto that year. His research interests
include conceptual modeling, requirements engineering,
data semantics and knowledge management. Mylopou-
los is a fellow of the Association for the Advancement of
Artificial Intelligence (AAAI) and the Royal Society of
Canada (Academy of Sciences). He has served as gen-
eral chair of international conferences in Artificial Intel-
ligence, Databases and Software Engineering.

References

[1] Rakesh Agrawal, Christos Faloutsos, and Arun
Swami. Efficient similarity search in sequence
databases. Foundations of Data Organization and
Algorithms, pages 69–84, 1993.

[2] Ira Assent, Ralph Krieger, and Farzad Afschari.
The TS-tree: efficient time series search and re-
trieval. EDBT, pages 252–263, 2008.

[3] Daniele Barone, Thodoros Topaloglou, and John
Mylopoulos. Business intelligence modeling in
action: a hospital case study. In Advanced In-
formation Systems Engineering, pages 502–517.
Springer, 2012.

[4] George EP Box, Gwilym M Jenkins, and Gre-
gory C Reinsel. Time series analysis: forecasting
and control, volume 734. Wiley, 2011.

[5] Victor R Basili1 Gianluigi Caldiera and H Dieter
Rombach. The goal question metric approach. En-
cyclopedia of software engineering, 2(1994):528–
532, 1994.

[6] Alessandro Camerra, T Palpanas, J Shieh, and Ea-
monn Keogh. iSAX 2.0: Indexing and Mining One
Billion Time Series. ICDM, pages 58–67, 2010.

[7] KP Chan and AWC Fu. Efficient time series match-
ing by wavelets. Data Engineering, 1999. Proceed-
ings, pages 126–133, 1999.

[8] Wayne W Eckerson. Performance dashboards:
measuring, monitoring, and managing your busi-
ness. Wiley, 2010.

[9] Jennifer Horkoff, Daniele Barone, Lei Jiang, Eric
Yu, Daniel Amyot, Alex Borgida, and John My-
lopoulos. Strategic business modeling: representa-
tion and reasoning. Software & Systems Modeling,
pages 1–27, 2012.

[10] Robert S. Kaplan and David P. Norton. Strategy
maps: Converting intangible assets into tangible
outcomes. Harvard Business Press, 2004.

[11] Robert S. Kaplan, David P. Norton, RC Dorf, and
M Raitanen. The balanced scorecard: translating
strategy into action, volume 4. Harvard Business
school press Boston, 1996.

[12] Eamonn Keogh, Kaushik Chakrabarti, and Michael
Pazzani. Dimensionality reduction for fast similar-
ity search in large time series databases. Knowl-
edge and Information Systems, 3(3):263–286, Au-
gust 2000.

[13] Ralph Kimball and Margy Ross. The data ware-
house toolkit: the complete guide to dimensional
modeling. Wiley, 2011.

[14] John Knight, Dennis Heimbigner, Alexander L.
Wolf, Er L. Wolf, Antonio Carzaniga, Antonio
Carzaniga, Jonathan Hill, Jonathan Hill, Premku-
mar Devanbu, Premkumar Devanbu, Michael
Gertz, and Michael Gertz. The willow architec-
ture: Comprehensive survivability for large-scale
distributed applications. In Distributed Applica-
tions., Intrusion Tolerance Workshop, Dependable
Systems and Networks (DSN 2002), Washington
DC, 2001.

[15] Xiaolei Li and Jiawei Han. Mining approximate
top-k subspace anomalies in multi-dimensional
time-series data. In VLDB, pages 447–458, 2007.

[16] David Parmenter. Key performance indicators
(KPI): developing, implementing, and using win-
ning KPIs. Wiley, 2010.

[17] Hiroaki Sakoe and Seibi Chiba. Dynamic pro-
gramming algorithm optimization for spoken word
recognition. Acoustics, Speech and Signal Process-
ing, IEEE Transactions on, 26(1):43–49, 1978.

[18] Jin Shieh and Eamonn Keogh. iSAX: disk-
aware mining and indexing of massive time series
datasets. Data Mining and Knowledge Discovery,
19(1):24–57, 2009.

[19] Vı́tor E Silva Souza, Alexei Lapouchnian,
William N Robinson, and John Mylopoulos.
Awareness requirements for adaptive systems.
In Proceedings of the 6th international sympo-
sium on Software engineering for adaptive and
self-managing systems, pages 60–69. ACM, 2011.

[20] Konstantinos Zoumpatianos, Themis Palpanas, and
John Mylopoulos. Strategic management for real-
time business intelligence. In International work-
shop on business intelligence for the real, time en-
terprise (BIRTE), 2012.


	Introduction
	Background & Problem Formulation
	Modeling the Business Strategy: An Illustrative Example
	Monitoring a Business  Strategy

	Proposed Approach
	User preferences
	Setup Step
	KPI Value Segmentations for Performance Diagnostics
	Expectation Diagnostics

	Monitoring Step
	Result Analysis

	Related Work
	Conclusions

