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ABSTRACT
There is a complex unwritten code which regulates human
interactions. In this paper we present a camera based mon-
itoring system that explores the relationship between prox-
emics, visual attention and personality traits during interac-
tion. People’s relative positions an head poses are extracted
with a multi-target tracking algorithm and used to (i) esti-
mate, under the ’thin slices’ hypothesis, the level of extro-
version and neuroticism of a person, to (ii) learn a model of
people interactive behavior that improves, once integrated
in the algorithm, the accuracy of the tracking estimates, and
to (iii) steer a set of active cameras to the subject found to
exhibit the most peculiar interaction pattern. We report
on experimental results in a natural scenario where people
engage in a party.

Categories and Subject Descriptors
J.4 [Computer Applications]: Social and Behavioral Sci-
ences—Sociology

General Terms
Algorithms, Experimentation, Human Factors, Measurement

Keywords
Human behavior modeling based on observations, Guided
vision based on high-level reasoning, Multi-camera tracking

1. INTRODUCTION
In the last years we assisted to a growing interest in pro-

viding artificial systems with social intelligence [23]. It is
well known that a relevant skill of human social intelligence
is the non-verbal communication [3]: people communicate
interest, power, affect, emotions, by means of cues such as
facial expressions, gestures, postures, voice pitch, and so
on. As pointed in [7], computer science (in particular, com-
puter vision and speech processing), has developed various
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approaches and techniques for the automatic analysis of var-
ious non-verbal behaviors, such as vocal behavior (pitch,
energy, and everything else than words in speech), facial ex-
pressions, gaze, head pose, gestures, body postures, and so
on. In contrast, few efforts have been done in order to recog-
nize automatically how people use, manage and share their
physical space. Here we investigate on this, focusing on the
specific type of non-verbal behavior which is the manage-
ment of the spatial relationships and of the personal space,
i.e. on proxemics [11].

In sum, our work addresses the following three points: (i)
identify significant proxemics cues able to discriminate be-
tween two personality traits, Extraversion and Neuroticism;
(ii) utilize the collected data to build up specific behavioral
models for subjects with different individual characteristics,
e.g. personality. These models are then used as ’a priori’
knowledge for improving the performance of a particle filter-
based tracking system; (iii) utilize the information about
people spatial behaviors recognized online to control active
cameras in order to collect near-field data of the subject of
interest that can be used to extract detailed information on
head pose and facial expression.

1.1 Related Work
textbfProxemic Theory. The social meaning of the space

use has been extensively studied in human sciences since the
’60s. The term proxemics was introduced by the anthropolo-
gist Edward T. Hall [11]. This term describes four regions of
interpersonal distance: public, social, personal and intimate.
These regions are modulated by cultural, gender, social sta-
tus differences, and by other individual characteristics, such
as personality traits. Moreover, this theory postulate that
different distances of approach convey different social mean-
ings and interpersonal relationships, forming a set of implicit
rules of distance. Therefore, when these rules are broken, a
person might feel shocked, stressed, and so on.

Modeling Personality. Humans have the tendency to
understand, explain and predict other humans’ behavior in
terms of stable properties that are variously assorted on
the basis of the observation of everyday behavior. In folk-
psychological practice, the personality is assessed along sev-
eral dimensions: we are used to talk about an individual as
being (non-)open-minded, (dis-)organized, too much/little
focused on herself, etc. Several existing theories have for-
malized this folk-psychological practice to model personality
by means of multi-factorial models, whereby an individual’s
personality is described in terms of a number of more funda-
mental dimensions known as traits. A well known example
of a multi-factorial model is the Big Five [13] which owes



its name to the five traits it takes as constitutive of peo-
ple’s personality: Extraversion, Neuroticism, Agreeableness,
Conscientiousness, Openness to Experience. Recently, some
works have started exploring the automatic recognition of
personality [2, 17, 21, 16]. The general approach aims at
isolating promising behavioral correlations of the targeted
traits for personality classification or regression. We follow
this trend.

Modeling Proxemics. Some studies over the spatial
occupation and use have been conducted recently in the
robotic and virtual environment communities. In robotics
the goal is to increase the comfort level of humans build-
ing socially-aware interacting robots [6]. It is proven that
people show a major confidence with a humanoid showing
social awareness, e.g. a robot able to approach a group of
people at appropriate distance instead of a robot endowed
only with an avoidance function which simply permits to
avoid the collision with people. Similar goals are followed
by researchers who design avatars [10]. However few works
in this fields have investigated explicitly the link among per-
sonality traits and proxemics [26].

In the computer vision community and in particular in
the contest of multiple people tracking, few recent works
[19] proposed to learn behavioral models in order to better
describe the dynamics of people interactions. However, none
of them focused on the aspect that different people may need
different models depending on their personality and their
specific way of acting.

1.2 Experimental Setup
We create a social scenario (Fig.1.a; an informal cocktail

party) where a group of people (6-7 subjects) interact nat-
urally. In particular, in our experiments we recorded two
sessions of 20 and 30 min each for a total of 13 targets.
We consider people moving freely rather than a meeting
with subjects in a seating arrangement as in previous works
[16]. Our choice is based on the hypothesis that the standing
inter-personal distance is a more sensitive measure of prox-
emics behavior then seated interpersonal distance. Social
psychology studies support our hypothesis [12].

The room where the party is held is equipped with a set
of fixed camera (far field data) and a set of Pan Tilt Zoom
(PTZ) camera for active tracking (near-field data). Figure
1.b depicts the map of our laboratory with the four fixed
cameras (represented in a rectangular shape) set at each
corner of the room and the three PTZ cameras (round shape)
disposed in a way to cover the whole scene. The dimensions
of the room are 4.8× 6.0 meters.

The combination of fixed cameras with PTZ cameras work-
ing in a cooperative way is adopted in many surveillance sys-
tems, e.g. for biometric recognition tasks [4]. In our scenario
the two types of camera are settled in a master-slave con-
figuration: we process the streams of the four fixed cameras
(master) to obtain in real-time an estimate of the positions
of all the targets in the scene and steer the PTZ cameras
(slave) to obtain high resolution images of target of interest
(see Sec. 2.3).

2. AUTOMATIC PREDICTION OF
EXTRAVERSION AND NEUROTICISM

In this work, we exploit proxemics behaviors enacted in
a social interactive setting to predict two dimensions of the

(a) (b)

Figure 1: The proposed scenario.

Big Five, Extraversion (sociable, playful vs reserved, shy)
and Neuroticism (calm, unemotional vs insecure, anxious).
The choice of these traits is due to the fact that Extraver-
sion is the one that shows up more clearly in, and has the
greater impact on social behavior. Moreover, some studies
found some significant correlations among extraversion di-
mension and use of personal space: in particular, extrovert
people seem requiring smaller interpersonal spacing [18, 25]
Regarding the Neuroticism dimension, some social psychol-
ogy studies showed that high neuroticism scorers tend to
significantly prefer larger social distances than low neuroti-
cism scorers [9] Extraversion and Neuroticism are measured
by means of the sub-scales of the Italian version of the Big
Five Marker Scale [20]. The scales are assigned to all the
participants before the experimental sessions. In our sub-
jects sample, the highest and the lowest Neuroticism scores
are 57 and 34 respectively. The mean is 42 and the standard
deviation is 6.52. For Extraversion trait, the highest score
is 62 and the lowest score is 29. The mean and the standard
deviation values are 43.54 and 9.84 respectively.

2.1 Feature Extraction
We process the streams of four fixed cameras with a person

tracker to extract position and head pose of each target (see
Sec. 3), and extract the following proxemic features:

Minimum distance. It is the distance that one target
is keeping from the closest target. This feature is indicative
of the most intimate type of relation that he/she is holding
with respect to the group. This feature may be a cue for
Extraversion, as introverts usually tend to stay at a more
intimate distance to a few people (attachment) [5], while
extroverts tend to stay at a less intimate distance but to
interact with more people.

Velocity. It is computed considering the variation of the
position of the target every 2 second. This feature may be
indicative of the comfort degree of a person in the social
situation. An introvert person may feel uncomfortable in
a group interaction and as a reaction he/she will tend to
isolate from the group or get closer to a person of confidence.
An extrovert instead will tend mostly to move freely in the
room to interact with different subjects [25].

Number of intimate, personal and social relation-
ships. We estimate the number of persons with whom the
target is holding different kind of relationships. In details,
we adopt the following thresholds: 0.46 m for intimate, 0.76
m and 1.20 m for personal (close and far phase) and 2.10
m for public (close phase) relations [11]. We also take into
account head orientation to decide if two subjects are inter-
acting.

The features described are computed for each target at
each frame. Taking inspiration from works on rapid cog-



nition and first impression formation [1], we adopt a ’thin
slice’ approach for the personality detection, whereby peo-
ple levels on given traits are discovered on the basis of the
observation of short sequences of expressive behavior. In
particular, we divide the acquisition session into temporal
windows of 30 sec. duration. In this way for every feature
we obtain vector data of 450 frames length. Then, for each
vector data we compute the average and the standard devia-
tion values. As a result, we obtain for each target N vectors
of 2M dimension, where N is the number of thin slices into
which the acquisition session has been divided, and M is the
number of features considered.

2.2 Experimental Design and Results
We model the automatic recognition of Extraversion and

Neuroticism traits as two classification problems. Extraver-
sion and Neuroticism scores are dichotomized along the me-
dian value (41 for Extraversion and 41 for Neuroticism),
yielding two classes: 6 people with Low Extraversion and
7 people with High Extraversion and 5 people with Low
Neuroticism and 8 people with High Neuroticism. Those
labels are added to the feature vectors described above for
each considered time slice. The SVM classification algorithm
with a second-order polynomial kernel is used [8]. The clas-
sifiers predicts personality traits by considering the behavior
of a subject in a 30 seconds temporal window (similarly to
a psychologist asked to recognize personality traits of a pa-
tient by observing ’thin slices’ of behavior). We run several
experiments using different feature vectors corresponding to
different experimental conditions: all features (ALL); min-
imum distance (DIST); relationships-based features (REL),
i.e. the combination of the number of intimate, personal-
close, personal-far and social relationships; intimate (INT),
personal-close (PERS-CLOSE), personal-far (PERS-FAR)
and social (SOC) relationships; velocity features (VEL). A
leave-one-user out procedure was used in the experiment at
each fold, all the slices relative to twelve users are used for
training, and those of the left-out user for testing.

Concerning the prediction of both Extraversion and Neu-
roticism traits (see Table 1), the best performance is ob-
tained using a vector encompassing all the visual features.
For Extroversion a relevant result is that the performance we
get with only the number of different spatial relationships of
a given subject is quite close to the one obtained with all the
visual features. In this case, we reach an accuracy equal to
0.63 and a F-measure equal to 0.62. Also, observing spatial
relationships features an interesting aspect is the good per-
formance obtained only with the social relationship features.
In predicting Neuroticism the highest accuracy (0.69) is ob-
tained with the minimum distance features. Overall, the
velocity-based features show the lowest predictive power.

2.3 Personality Aware Cameras
The automatic detection of personality traits can be used

in many ways. For example in this paper we show how we
used a ’social logic’ to determine the target of interest which
is followed by PTZ cameras. We employ the features SOC
computed for the personality trait classification in the first
half of the meeting to define a score of people extroversion
and we decide to follow the target with the lowest score (the
most introvert person). This could be used in several ways,
for example to automatically monitor situations where this
target is embarrassed and is not interacting with others.

Table 1: Performance on Personality Classification
extraversion neuroticism

Acc F-meas Acc F-meas
ALL 0.66 0.66 0.75 0.69
DIST 0.54 0.38 0.69 0.52
REL 0.63 0.62 0.69 0.52
INT 0.53 0.37 0.67 0.50
PERS-CLOSE 0.56 0.46 0.56 0.51
PERS-FAR. 0.56 0.48 0.64 0.39
SOC 0.59 0.59 0.64 0.39
VEL 0.52 0.46 0.64 0.39

Figure 2: Average number of targets at social dis-
tance. Features associated to 40 ’thin slices’.

While various kinds of analysis (e.g. gesture and emotion
recognition) can be done having at disposal high resolution
images of the face or the upper-body, here we focused on
improving the head pose estimate of the target of interest.
In fact estimating the tilt is very challenging from the low
resolution (512 × 386 pixel, 90deg horizontal aperture) im-
ages of fixed far-field cameras while it can be done more
easily form the output of a PTZ. For computing the head
pose (pan and tilt) from images of PTZ cameras we used the
approach proposed in [22], based on particle filters and His-
tograms of Oriented Gradient for pose classification. Since
this approach is suited to monocular cameras we employed
the images from a single PTZ, the one where the face of the
target is more frontal (i.e. the one where the face is first
found by a frontal face detector [24]). Every time the PTZ
moves the particle filter algorithm is reinitialized. By using
information about the calibration of PTZ cameras, the posi-
tion of the targets and the relative pan and tilt estimated we
can reconstruct the target focus of attention. An example of
the output of the proposed system is shown in Fig. 6. In the
sequence it is evident how with PTZ cameras we can detect
when the target is looking down or when it is interacting
with (looking towards) target 2 or target 3.

Fig. 2 depicts some of the SOC features used for Extro-
version classification in case of the target depicted in Fig. 6
(target X). In particular, Fig. 2 shows that X tends to keep
at least 2 targets at a social distance: in fact an introvert
person feels more confident when she interacts with the peo-
ple she is more close friend with. Note that while in this
experiment we simply compute an Extroversion score based
on SOC features, in the future we intend to collect a larger
training set for personality classification and to use the mar-
gin of the SVM as an Extroversion score.



Table 2: Classification scores and parameters of the
interaction model in Sec. 3.1

extroversion neuroticism mode spread weight
t1 62 45 0.80 0.15 0.39
t2 56 44 0.66 0.09 0.29
t3 55 57 0.68 0.09 0.25
t4 40 41 0.82 0.08 0.25
t5 37 39 0.64 0.07 0.09
t6 31 43 0.62 0.07 0.25
t7 29 36 0.66 0.09 0.25

3. LEARNING INTERACTION PATTERNS
FOR IMPROVED VISUAL TRACKING

To extract physically observable patterns from multi cam-
era recordings that are relevant to personality and social
behavior studies (proximity and visual attention in this pa-
per) we build on previous work on multi people tracking and
head pose estimation [14, 15]. As our main contribution in
this section we show how to embed a model of interactive
behavior (Sec. 3.2) that emerges in the tracker’s output over
the two scenarios, and how to calibrate it to each individual
(Sec. 3.1) to capture inter-personal variations that correlate
with personality traits. We show that such model, once cali-
brated to each subject, improves tracking performance while
encoding a number of plausible social behaviors.

We adopt a Bayesian state estimation framework to jointly
track the spatial position and head orientation of people
from image sequences (a state has thus a position and head
pose component as in [15]). This involves the design of (i)
a transition density p(xt|xt−1) that expresses how likely a
target found to be in state xt−1 at time t − 1 will end up
in state xt at time t, and (ii) a likelihood function l(zt|xt)
that expresses how likely hypothesis xt would produce ob-
servation zt. Both models can be tailored to the application
context (e.g. they can capture physical constraints of mo-
tion in the former, physics of signal formation in the latter)
which may explain, at least partially, the popularity of the
Particle Filter (a non parametric implementation over this
framework) in the signal processing community.

In a multi target scenario p(·) and l(·) can be designed over
the joint state space (where x has now one state component
per target) to account for interactions among them. The
challenge for practical applications is then to scale the esti-
mation algorithm to the number of targets without incurring
in the curse of dimensionality which is inherent in the formu-
lation. In [14] it is shown how this is possible with p(·) mod-
eling spatial exclusion among targets and l(·) implementing
a model of the visual occlusion process. We used a Parti-
cle Filter implementation of it (see tev.fbk.eu/smartrack)
to produce the features in Sec. 2, and elaborate on p(·) in
Sec. 3.2.

3.1 Modeling the Interaction Space
To discover on an empirical basis whether there is emer-

gent social behavior in the tracking space, we computed,
for each tracked person in the two sequences, the histogram
of its distance to the targets in its visual attention field:
if pkt and okt are the estimated position and head orienta-
tion of target k at time t we compute its Euclidean distance
‖pmt −pkt ‖ to each other target m and accumulate the value
N (omt −okt |σo) in the corresponding histogram bin. Here N

Figure 3: Distance-to-target histograms of two tar-
gets (t5 and t3 in Table 2)

is a zero-mean Gaussian on the angular offset with variance
σo (we used σo = 40deg in this paper) which accounts for
the limited field of view and the uncertainty of the orienta-
tion estimates. The histograms of one representative actor
per acquired session are shown in Fig. 3.1. All histograms
show a prominent peak at a distance (<1m) on which people
tend to interact, thus supporting related studies in human
sciences [11]. As in [10] we describe the social mode in the
histogram as a Gamma distribution and develop an algo-
rithm to fit such model to the data at hand.

To do so we minimize a cost function over weight w, mode
µ and spread ξ of Γn(d|µ, ξ) = (xn−1e−x)/(n−1)! resembling
a Gamma-like distribution of order n with x = (d− µ)/ξ +
n− 1 (we chose n = 3 for our purpose; b is the bin index, ∆
the bin size, H[b] is the histogram value in b):∑

b

K(b, µ, ξ) · ‖H[b]− w · Γn(b∆, µ, ξ)‖.

Here K is a normalized weighting function computed from
Γn and its cumulative density cn, which is introduced to
inhibit the contributions of the non-interacting entries in
the tail of H:

K(b, µ, ξ) ∝ Γn(b, µ, ξ) +N (cαn(b, µ, ξ)|σξ).

Fig. 3.1 shows Γn with the parameters that minimize the
proposed cost function on the two distance histograms for
α = 4, σξ = 0.1, and their corresponding weighting func-
tions. From the values in Tab. 2 is evident that those pa-
rameters correlate with personality traits: w encodes the
amount of interaction, µ the usual distance to a partner dur-
ing comunication, and ξ to the stability of µ with the various
partners. In addition, the gap between µ and the histogram
residual could be used as an index indicating whether a per-
son is involved in group conversations.

3.2 Embedding Γ for Improved Tracking
In [14] it is shown how to effectively embed a pairwise

Markov Random Field (MRF) potential in the multi target
Bayesian tracker encoding the physical constraint that two
targets cannot occupy the same part of the space at the
same time, i.e. the spatial exclusion principle. Here we
reformulate the MRF to account for the interaction prior
learnt for target k with the method presented in the previous
section as follows:

p(xkt ,xt) = Γ3(‖pkt − pt‖ |µk, ξk) · N (okt − ot|σo).

Fig. 4 shows the resulting MRFs generated by the five tar-
gets located at the green dots under various orientations okt ,
which are computed with the Belief Propagation algorithm



Figure 4: Interaction fields generated by five targets (the green dots) for various orientations ot =
0, 90, 180, 270 deg and field intensity perceived by a probe target (the red dot) as a function of ot (right plot).

in [14]. The field perceived by the probe target (the red dot)
shows a peak around ot = 270 where he sees a subject at
the learnt social distance. This orientation is thus priori-
tized during tracking, and in situations where the observa-
tion likelihood l is ambiguous (e.g. due to noisy appearance
model, clutter, occlusion) the MRF prior can compensate
for the noise in the likelihood. This corrective behavior has
been observed in the experiments reported in Sec. 3.3.

This MRF prior simulates a number of social behaviors
that are observed also in natural interactions. If a target k
is in the influence range of p(xkt ,x

m
t ) generated by another

target m at xmt (i.e. m is close and k looks at it) it perceives
an attractive force emitted by m, thus simulating the inten-
tion of k to go closer to m in order to interact with it. Also,
the MRF tends to prioritize orientation hypotheses towards
targets that are located at the learnt social distance from k.
On the other hand, if a person invades the intimate space
of k the MRF acts as a repulsion force if k looks at it. This
means that the tracker tends to either move k away from the
invader or to prioritize orientations under which the invader
is no longer seen, thus simulating intimidation. If a person
is instead not seen by a target its behavior (i.e. the motion
model of the tracker) is not influenced by it.

3.3 Experimental Results
To demonstrate the improvements that can be acheived

with the interaction prior introduced in Sec. 3.2 we have re-
processed the second sequence and inspected the quality of
the new tracker output on the head orientation estimates of
the target with a noisy appearance model (the orange target
in Fig. 5). The advantage of validating the improvements in
terms of accuracy of head orientation rather than position is
two-fold: (i) social interaction induces visual attention while
proximity alone does not (if a person is close to another she
may still don’t care about) thus this output is more relevant
to the scope of this paper, and (ii) the orientation estimates
are more affected by noise in the target’s appearance model
than the position component and therefore it is easier to
validate the impact of the prior.

Fig. 5 shows the real time tracker output with (top row)
and without (bottom row) interaction prior on some frames
of interest of the second sequence. In the first two images the
presence of a target at a distance around the mode of Γ3 (we
calibrated it with the method in Sec. 3.1 on the data) biases
its orientation estimate towards the target, thus compensat-
ing for the ambiguity in the visual likelihood (see Fig. 4 for
the interaction fields generated on the output of the first im-
age). In the third image the effect of the interaction field is
low but still sufficient to correct the estimate. In the fourth

image the subject is close to but not watching another tar-
get; the estimated orientation is still accurate despite the
attraction by the other target. This shows that likelihood
and interaction model are correctly balanced. The last im-
age shows instead an example where the prior increases the
error in the head orientation. Overall, however, we verified
qualitatively that the accuracy of head orientation estimates
of the orange target improves significantly over the major
part of the sequence.

4. CONCLUSIONS
In this paper we have investigated on the relationship be-

tween proxemics, visual attention and personality traits dur-
ing interaction: we designed an experiment to estimate the
level of extroversion and neuroticism of people engaging in a
party with a SVM classifier using related features extracted
by means of video based people tracking and head orienta-
tion estimation. We also showed how to integrate, in form
of a prior, a model of interactive behavior that emerges in
the trackers output to boost its accuracy. Future work aims
at better validating these contributions on more data col-
lected in relevant scenarios, at a tighter integration between
low-level (tracking and head pose estimation) and high-level
tasks (personality trait classification), and at further elabo-
rating on the self-adaptive behavior of the system introduced
here by means of active camera steering policies.
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