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Motivations and Goals
• Human expressions like pain or happiness can be exhibited differently, de-

pending on the individual’s appearance or personality. Previous works have
shown that person-specific models are advantageous with respect to
generic ones for recognizing facial expressions of new users added to the
gallery set.

• Our goal is to obtain a personalized classifier θt for a new user without
acquiring labeled data.

• Unsupervised methods for domain adaptation usually rely on re-weighting
source samples and retraining the classifier, which is a time consuming
process. In some case scenarios, excessive waiting time may negatively affect
user experience quality. We propose a personalization approach which
is drastically faster w.r.t. related works.

• We show how θt can be accurately and efficiently inferred exploiting the
similarity between the data distribution of the target user and the dis-
tributions from other subjects with known θi.

• The intuition is that, despite the inter-subject variability, knowledge can be
transferred among individuals showing similar behavioral patterns.

SV-based Transductive Parameter Transfer (SVTPT)

• Let X ,Y be, respectively, a feature and a label space, with Y = {−1, 1}.
• We assume to have N labeled source datasets Ds
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s
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ns
i
j=1,

and an unlabeled target dataset Xt = {xtj}n
t

j=1

• We assume that the vectors in x
{s,t}
j are generated by a marginal distribution

P
{s,t}
i defined on X .

The approach we propose is based on three main steps:

1. A set of source-specific classifiers θsi is learned for each user

2. A regression algorithm is adopted to learn the relation between the
marginal distributions P si and the source classifiers’ parameter vectors
θsi .

3. The desired target classifier is obtained by applying the learned
distribution-to-classifier mapping function and using as input the
data points of the new target user.

Kernel Estimation
Density Estimate-based Kernel. A kernel measuring the similarity of two
distributions is defined as follows:
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κX (xp,xq),

Learning from Distributions
The mapping function f : P → Θ can be defined as a set of parameters
πk = (bk, ck):

f̂k(X) = 〈φk(X),bk〉+ ck (1)

where φk(X) is a nonlinear mapping of X to a higher-dimensional space.
In turn πk can be found by minimizing:
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π
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|θik − f̂π(Zi)|ε (2)

Eq. (2) can be transformed into the dual problem:
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where Zt = Xt for the new unseen target users, and Zsi = Vi = {vj}mi
j=1 , i.e.

the Support Vectors associated with θi (Vi ⊆ Xs
i ).

Results
• Performances on Action Unit Detection (CK+ dataset) measured in AUC:

AU SVM KMM TSVM DASVM STM TPT SVTPT SVTPT
[1] [2] [3] [4] [6] Allr SVs

1 79.8 68.9 69.9 72.6 88.9 88.2 87.8 89.6
2 90.8 73.5 69.3 71.0 87.5 92.6 92.8 93.9
4 74.8 62.2 63.4 79.9 81.1 84.3 84.5 88.6
6 89.7 87.7 61.5 94.7 94.0 91.7 91.1 91.5
12 88.1 89.5 76.0 95.5 92.8 97.1 96.3 97.5
17 90.3 66.6 73.1 94.7 96.0 94.3 94.4 94.1

Avg 85.6 74.7 68.7 83.1 90.1 91.3 91.3 92.7

• Performances on Pain Facial Expression Recognition (UNBC-MSPEAD
dataset) measured in AUC:
SVM TTA TSVM STM TPT SVTPT SVTPT

[5] [2] [4] [6] All SVs

75.6 76.5 69.8 76.8 76.7 76.7 78.4

Performance at varying number of samples

(Left) Performance of SVTPT on CK+ dataset at varying number of source

users N . (Right) Performance of SVTPT on UNBC-MSPEAD dataset at

varying number of target samples nt.

Performances and Computational Costs

UNBC-MSPEAD dataset. Performance (AUC) vs average time (in logarith-

mic scale) for training a target classifier with different unsupervised person-

alization methods.
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