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Abstract

This paper describes a method for detecting
automobiles and people in streaming or archived
video.  Our video object tracking system is based on
Kalman filter updating of an active contour over the
video sequence.  We use the sequential probability
ratio test (SPRT) to classify the moving objects.
Results are shown of a real video sequence from a
busy city intersection.

1 Introduction

In several visual information retrieval systems, face
detection is used toward allowing queries on a
semantic level.  In our work, we describe a method
for detecting automobiles and people in complex real
scenes.  The detection of people is also different than
face detection in that the face detectors generally
require face regions of at least 16x16 pixels.  In our
test videos, the face region is often 5x5 pixels or
smaller; or the face may be turned away from the
camera.  Thus, we detect the entire body of the
person, not the face.

Detecting particular objects in video is an
important step toward semantic understanding of
visual imagery.  For example, in content based
retrieval, the ability to detect people and automobiles
gives the option of advanced queries such as "Find a
video clip which contains a crowded area or a fast
moving car."

In this paper, we give a summary of the current
work in video segmentation for moving objects

followed by the implemented tracking algorithm.
The novel aspect of our work is described in Sections
4 and 5 where we use the sequential probability ratio
test for classifying the moving objects and show some
results.  Conclusions are given Section 6.

2 Background

The segmentation of moving objects is an important
problem in image sequence analysis and in the
problem of video retrieval (i.e. [2]). Several systems
have approached this problem such as [1,3-14].  A
real-time system for tracking people, called Pfinder
(“Person finder”), is proposed in [8]. First, a model of
the scene is built by observing the scene when no
person is present. For each pixel, the mean color
value and the covariance of the associated distribution
is determined. Then when a person enters the scene,
the system begins to build up a model of that person.
This is done by first detecting a large change in the
scene, and then building up a multi-blob model of the
person over time.

There are other systems which attempt to detect
semantic categories in visual imagery such as
ImageScape [3] which used information theory for
detecting semantic concepts such as sky, stone, water,
people, etc.  This work is different in that it uses the
SPRT for the concept detection.

3 Video Object Tracking

In order to find the moving objects we maintained a
weighted average of the scene to be used as the

1051-4651/02 $17.00 (c)  2002 IEEE



background reference frame.  Subtracting the current
frame from the background reference frame results in
blobs of moving objects.  We described the blobs
using an eigenvector/value decomposition of the
region within the blob.  A blob is thus represented by
a vector of n values and n parameters; and the (x,y)
origin parameters.

We applied an approach similar to [1] which
used Kalman filtering (Appendix) to maintain the
object identity over the video sequence and to
optimize the tracking process of each blob.    Figure 1
displays an example of blob segmentation where the
left image is the original frame and the right image
contains the segmented person.

The tracking method is important in that it is the
first stage of segmentation.  Any errors which appear
in the tracking stage will also propogate to the
classification stage described next.

    
Figure 1.  Frame from sequence (left); Segmented
blob using background subtraction and Kalman
Filtering (right).

4 Sequential Probability Ratio Test

We turned to the statistical literature for the
sequential probability ratio (SPRT) test, which we use
to classify the blobs as people, automobiles, or
unknown.    SPRT is a statistical test which  uses a
variable number of measurements and demonstrates
how the number of measurements can be traded off
for lower error probabilities.

Let ym be a vector of  m measurements y1, y2, ...
ym on an object to be classified as either w1 or w2.
SPRT is defined such that we classify  ym according to

L(ym) = p(ym|w1)/p(ym|w2) (4.1)

If L(ym) > A then choose w1 (4.2)

If L(ym) < B then choose w2 (4.3)

If L(ym) falls between A and B then take another
measurement.

where A and B are thresholds with A>B.

It is well known that SPRT is optimal in the
sense that it minimizes the number of observations
necessary to achieve error probabilities e1 and e2 for
the classes, w1 and w2.

In the case where the measurements are
independent, the test can be shown to be

L(ym) = Πk p(yk|w1)/p(yk|w2) (4.4)

where k varies from 1 to m.
Furthermore, we can relate the thresholds A and

B to the error probabilities, e1 and e2.  After
derivation the result is

A  ≤  (1-e1)/e2 (4.5)
B  ≥  e1/(1-e2) (4.6)

which provides a direct way of selecting the
thresholds to achieve desired error probabilities.

In our system, the vector of n eigenvectors for a
blob is considered to be a single measurement.  As the
blob is tracked over the video sequence, it gives us a
new measurement per frame of the video sequence.
Specifically, y1 corresponds to the eigenvectors of the
blob in frame 1; y2 corresponds to the eigenvectors of
the blob in frame 2, etc.   p(ym|wi)  was estimated
from training sets using the distance in eigenfeature
space.

In the SPRT process, we assigned w1 to the class
of people and w2  to the class of automobiles.  If L(ym)
fell between A and B after all the possible frames
were used, then the blob was labeled as class
unknown.

In summary, our system works as follows

(1) Video segmentation and tracking similar to [1].
(2) Blob region representation using eigenvector

decomposition [15].
(3) Blob region classification into 3 classes: people,

automobiles, or unknown using SPRT.

5 Results

It is notable that our system uses off-the-shelf
components which can be found in a typical
computer/electronics store.  We expect our system to
be challenged by the following sources of noise:
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- low resolution/detail images
- color and lens distortion
- loss of brightness and contrast from the video

capture process.
- artifacts from the video tracking/segmentation

process.
- block compression artifacts inherent in MPEG-1

For our tests, we used 6 video sequences of city street
intersections.  Each sequence was 5 minutes (at 25
fps) in length and captured using a PAL camcorder.
The video was extracted to 1.5 Mbps MPEG-1 digital
format using an ATI All-In-Wonder Rage 128 card.
The frame resolution was half PAL resolution.

Moreover, the system is expected to function in
situations where the size of the moving object is quite
small (less than 20 pixels wide).

On a PIII-800 Mhz computer, our system was
able to capture, track, segment, and classify all of the
blobs at a rate of 17 fps.

In Figures 2 through 5, we display several
examples of the results on a city street intersection
test video clip.  In each figure, the image on the left
shows the current estimated background image and
the right image displays where it found moving
people (white box - green on a color display) and
automobiles (black box - red on a color display).  An
example of a mismatch is shown in Figure 6 where
two people were segmented as a single blob by the
tracking/segmentation algorithm and were
misclassified as an automobile by the SPRT
algorithm.

Figure 2.  Example of detecting automobiles (black
rect.) and people (white rect.).

Figure 3.  Example of detecting people

Figure 4.  Example of detecting people

Figure 5.  Example of a 2 people mistaken for an
automobile.

Figure 6.  Example of a mismatch.  This image
contains two people walking next to each other.  Our
system classified it as an automobile.  Even for a
human, it is challenging to classify due to the low
resolution of the image.

6 Discussion & Conclusions

In the previous sections we have described a system
for detecting automobiles and people from video
sequences.  The novel aspect of this paper is in
applying the sequential probability ratio test to the
problem of classifying the blobs.  The SPRT is
naturally suited for this task because it was designed
with sequential measurements/classification in mind.

In particular, each frame in the video containing
the blob adds additional evidence toward the
classification process.  As more frames are processed,
it can be shown that the error probabilities decrease.

From the tests, our system had misdetection rates
of 0.09 and 0.07 for people and automobiles,
respectively.  Considering that the size of the blobs
was very small (often near 15 pixels in width), the
classification system was remarkable accurate.

The most common misclassification occurred
when groups of people walked close by each other.
This caused the tracking system to segment the group
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as a single object.   Addressing this problem would
require improving the tracking/segmentation stage or
trying a different tracking algorithm.

Regarding the application of content based
retrieval, we think the system has promising results
and the people/automobile classifications could be
used to augment a video retrieval system.

Future work is planned toward integrating the
object tracking/classification system into a video
retrieval system for the WWW.
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Appendix

Kalman Filtering (see [1])

The Kalman equations used for the tracking were:

Time update equations:
$ ( ) $ ( )x A xk k k+ − = +1 (A.1)

P A P A Qk k k k
T

k+ − = + +1( ) ( ) (A.2)

Measurement update equations:

P P H R Hk k k
T

k k
− − −+ = − +1 1 1( ) ( ) (A.3)

K P H Rk k k
T

k= + −( ) 1 (A.4)

( )$ ( ) $ ( ) $ ( )x x K z H xk k k k k k+ = − + − − (A.5)
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