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Abstract— A well-known, crucial problem for indoor position-
ing of mobile agents (e.g., robots) equipped with exteroceptive
sensors is related to the need to deploy reference landmarks in
a given environment. Normally, anytime a landmark is detected,
an agent estimates its own location and attitude with respect
to landmark position and/or orientation in the chosen reference
frame. When instead no landmark is recognized, other sensors
(e.g., odometers in the case of wheeled robots) can be used to
track the agent position and orientation from the last detected
landmark. At the moment, landmark placement is usually based
just on common-sense criteria, which are not formalized properly.
As a result, positioning uncertainty tends to grow unpredictably.
On the contrary, the purpose of this paper is to minimize the
number of landmarks, while ensuring that localization uncer-
tainty is kept within wanted boundaries. The developed approach
relies on the following key features: a dynamic model describing
agents’ motion, a model predicting the agents’ paths within a
given environment and, finally, a conjunctive normal form for-
malization of the optimization problem, which can be efficiently
(although approximately) solved by a greedy algorithm. The
effectiveness of the proposed landmark placement technique is
first demonstrated through simulations in a variety of conditions
and then it is validated through experiments on the field, by using
non-Bayesian and Bayesian position tracking algorithms.

Index Terms— Greedy algorithms, indoor navigation,
measurement uncertainty, optimization, performance evaluation,
service robots.

I. INTRODUCTION

INDOOR localization and position tracking systems rely
on a variety of sensing technologies including (but not

limited to) fingerprinting-based techniques based on radio sig-
nal strength intensity measurement [1], [2], electronic circuits
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measuring the time-of-flight of wireless signals [3], [4], inertial
platforms [5]–[7], calibrated vision systems [8], [9], or a
combination thereof [10]–[12]. While sensing technologies
and accuracy specifications depend on the target applica-
tion or the type of agents to be tracked (e.g., pedestrians or
robots) [13], [14], common general requirements for indoor
localization are the following, i.e.

1) Robustness and continuous position tracking in indoor
scenarios where the signals from global navigation satel-
lite systems can be hardly detected;

2) positioning uncertainty in the order of a few tens of
centimeters;

3) good scalability as the number of agents in the same
environment grows.

At the moment, a one-size-fits-all solution able to meet all
the basic requirements listed above does not exist. Reasonable
tradeoffs can be achieved by fusing multiple proprioceptive
and exteroceptive sensor data. In particular, in the case of
service robotics, the data from proprioceptive sensors such
as odometers (for wheeled robots) or accelerometers and
gyroscopes on board of inertial measurement units can be
combined with the distance and/or heading values measured
through wireless, optical, ultrasonic, or vision systems with
respect to fixed devices (e.g., wireless anchor nodes, radio
frequency identification tags, or visual landmarks) placed
at known locations in a given reference frame [15]–[17].
Unfortunately, the need to deploy such devices poses a crucial
placement problem. Active devices (e.g., wireless nodes) can
be detected from a longer distance (in the order of tens of
meters), which drastically reduces the amount of devices to
deploy. This is particularly important if the cost per unit is
not negligible. However, ranging accuracy is typically quite
low and tends to decrease with distance. Moreover, it further
degrades in non-line-of-sight conditions. In addition, system
scalability is limited by the number of agents that can com-
municate with the same wireless nodes at the same time.

On the other hand, passive tags or landmarks are much
cheaper, but can be detected only when they are within a
few meters from an agent. As a result, the system becomes
inherently scalable (since fixed nodes and moving agents
do not need to communicate, no congestion issues arise).
However, the price to pay, in this case, is the need to deploy
and to maintain a massive infrastructure.
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To make the use of passive tags or landmarks feasible,
it is essential to minimize their number. Unfortunately, this
general optimization problem is nondeterministic polynomial
time-complete, as it depends on a variety of parameters such
as detection range, sensor accuracy, agents trajectories, and
other environment-specific constraints (e.g., room geometry
and possible obstacles). In fact, most of existing solutions
are heuristic, i.e., based on common-sense approaches that
strongly depend on the features of the specific setup consid-
ered [18]. The problem of visual landmark selection has been
widely investigated in the scientific literature. However, to the
best of authors’ knowledge, most existing approaches can be
hardly compared with the one described in this paper. This
is due to a key conceptual difference. The classic landmark
selection techniques attempt to decompose the environment
into a minimal number of maximally sized regions, such that
a minimum set of landmarks is visible from any position of a
given region, thus ensuring continuous robot localization [19].
Therefore, assuming that different classes of landmarks exist,
a mobile agent should see just one landmark of a given class at
any time [20], whereas unnecessary landmarks are discarded
a priori or ignored online, e.g., to reduce the computational
burden required for localization [21], [22].

The placement technique described in this paper instead
does not require that landmarks are always in view. In fact,
even if it exploits, as a starting point, the purely geometric
optimal placement criterion presented in [23] (which holds
indeed only when at least one landmark is supposed to be
detected at any time), it relaxes this requirements as it relies
on the assumption that an agent can track its own position
through dead reckoning even when landmarks are not detected
for a while.

A further major difference between the proposed technique
and others reported in the scientific literature is that agent
positioning uncertainty is set as a constraint for landmark
placement optimization and, consequently, it is kept under
control a priori. This idea stems from the purely Monte-Carlo-
based analysis applied in [16] and it is quite uncommon for
landmark placement. In fact, most techniques are just focused
on optimal coverage, while positioning uncertainty is evaluated
only a posteriori [24]. Moreover, even when positioning uncer-
tainty is taken into account, generally just a single trajectory
from a continuous set of solutions is used for landmark
placement [25], [26]. On the contrary, the technique described
in this paper relies on a model able to predict the possible
agent paths in a given environment, thus ensuring that the
uncertainty constraint is met with a high level of confidence.

Even though this paper is based on the preliminary work
described in [27], [28], it relies on a more effective problem
formulation, a novel path planner algorithm and a proper sen-
sor characterization. Moreover, in this case, the effectiveness
of the proposed approach is validated, not only through
simulations but also through experiments performed in a real
scenario. Indeed, the adopted greedy solver returns a nearly
optimal solution within a reasonable time even when the
indoor environment considered is particularly large [29].

The rest of this paper is structured as follows. Section II
deals with the mathematical models and the case study

presented, i.e., the FriWalk developed in the EU project
ACANTO [30]. The landmark placement problem is intro-
duced and properly formalized in Section III. Section IV
describes the approach to solve the problem. Section V
summarizes the main metrological features of the sensors
installed on the FriWalk. Afterward, the model parameter
values (estimated as described in Section V) are used to
generate the possible agent paths and to run the landmark
placement algorithm in a real indoor environment, i.e., a build-
ing of the University of Trento. The corresponding placement
results obtained through simulations in different conditions are
reported in Section VI. The effectiveness of the placement
strategy is finally validated experimentally in Section VII.
Section VIII concludes this paper.

II. MODELS OVERVIEW

This section describes the dynamic models used to formal-
ize the landmark placement optimization problem presented
in Section III. In particular, two kinds of kinematic models
are considered, i.e., first a very general robot model and
then a more specific model belonging to the same class, but
tailored to better describe the dynamic of the FriWalk. The
general model in Section II-A emphasizes the fact that the
optimal landmark placement technique can be applied to a
broad class of drift-less, input-affine wheeled robots used in
indoor environments. Indeed, the only underlying assumptions
are: the presence of a landmark detector with a limited
sensor detection area (SDA) and a dead reckoning position
tracking system. The specific model described in Section II-B
is instead just a special case of the general one and it is
needed to validate the proposed approach in a practical case
study, as shown in Section VII. For the sake of generality,
in the following, we assume that the location and attitude data
measured anytime a landmark is detected are used directly to
adjust agent position, i.e., without relying on the fusion with
data collected from other sensors (e.g., odometers). The cor-
responding uncertainty analysis is described in Section II-C.
Under these conditions, the landmark placement results are
indeed expected to be more conservative than the results
obtained when a Bayesian filter [e.g., an extended Kalman
filter (EKF)] is used. In fact, if a given selection of landmarks
is able to keep positioning uncertainty below given boundaries
using only raw sensor data, it is reasonable to assume that the
same constraints can be even more safely met when some data
fusion algorithm is used, as it will be shown in Section VII.

A. General Model

The fixed, right-handed reference frame for platform local-
ization is referred to as 〈W 〉 = {Ow, Xw,Yw, Zw} and it is
shown in Fig. 1. The robotic vehicle is regarded as a rigid
body B moving in the plane Xw × Yw . If ts denotes the sam-
pling period common to all onboard sensors, the generalized
coordinates of the robot at time kts are pk = [xk, yk, θk]T ,
where (xk, yk) are the coordinates of the origin of frame
〈B〉 = {Ob, Xb,Yb, Zb} attached to the rigid body, while
θk represents the angle between Xb and Xw. The kinematic
model of a generic drift-less, input-affine wheeled robot can
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Fig. 1. Generic representation of a robot to be localized in reference
frame 〈W 〉. Landmarks l1, l2, l3, and l4 are also represented. In particular,
l3 lies inside the SDA of the landmark detection sensor when the robot is
located in s(pk).

be represented by the following discrete-time system, that is,{
pk+1 = pk + Gk(pk, qk + εk)

zk = h(pk)+ ηk
(1)

where qk is the piecewise input vector of the system between
(k − 1)ts and kts , εk is the additive zero-mean uncertainty
term affecting input quantities, and Gk(·) is the input vector
function. Furthermore, zk (namely, the vector of output quan-
tities that can be observed at time kts) is given by the sum
of h(pk) (i.e., a generic nonlinear output function of the state)
and ηk , which represents the vector of zero-mean uncertainty
contributions when output quantities are measured. If the agent
position is estimated through dead reckoning, the accumulation
of random contributions εk unavoidably leads to large position
and orientation uncertainty after a while. If instead the robot
detects, at least sporadically, some artificial landmarks placed
at known positions in 〈W 〉, the positioning uncertainty is kept
bounded. Consider that, in general, the SDA [denoted as s(pk)
in Fig. 1] of any landmark detector exhibits a finite range and
a limited angular aperture. However, both detection range and
angular aperture may depend on robot position pk .

B. More Specific Model: The FriWalk Case

The FriWalk is equipped with relative encoders on the rear
wheels and with a front monocular camera used to detect spe-
cific landmarks (i.e., Aruco codes) placed at known positions
in 〈W 〉 (e.g., on the floor) and with a given orientation with
respect to Xw [12]. The kinematic model of the FriWalk is a
unicycle [31]. In this case, the robot planar coordinates (xk, yk)
(namely, the origin of the body frame Ob with axis Xb pointing
forward) refer to the midpoint of the rear axle (see Fig. 2).
Observe that, with reference to Fig. 1, the robot generalized
coordinates are still pk = [xk, yk, θk]T . The camera measures
the relative position and orientation of the robot with respect to
every detected Aruco code. Absolute position and orientation
in 〈W 〉 are then estimated as described in [12]. The main
parameters of the SDA (which, in this case, coincides with
the field of view of a front camera) are: the maximum and

Fig. 2. Geometrical parameters of the FriWalk model and of the SDA of the
landmark detection sensor.

minimum detection ranges (denoted as R and r , respectively)
and the camera aperture angle α, as shown in Fig. 2. It is
worth noting that unlike the preliminary study reported in [27],
the SDA exhibits a trapezoidal and not a triangular shape,
because landmarks excessively close to the camera are cer-
tainly out of its field of view.

With reference to the general model described by
expression (1), in the case of the FriWalk, the input vector
function of the system is

Gk(pk, qk + εk) =
⎡
⎣ (vk + εvk ) ts cos θk

(vk + εvk ) ts sin θk

(ωk + εωk ) ts

⎤
⎦ (2)

where input vector qk = [vk, ωk]T includes the angular and
linear velocities of the robot (denoted as ωk and vk , respec-
tively) at time tk . The additive input noise εk = [εvk , εωk ]T

due to finite resolution and tick reading errors of both wheels
encoders can be reasonably assumed to be white and normally
distributed. As a consequence, the covariance matrix of the
noise associated with vk and ωk is

E =
[
σ 2
v σvω
σvω σ 2

ω

]
(3)

where σ 2
v and σ 2

ω represent the variances of vk and ωk , respec-
tively, while σvω is the covariance between them. Finally,
the output function h(pk) of system (1) just coincides with
the state of the system itself, i.e., h(pk) = pk . Therefore,
zk = pk + ηk , where ηk is the vector of uncertainty con-
tributions associated with the measurement of position and
orientation based on landmark detection (see Section V for
further details). In particular, the covariance matrix of ηk is

N =
⎡
⎣σ 2

cx
σcxy σcxθ

σcxy σ 2
cy

σcyθ

σcxθ σcyθ σ 2
cθ

⎤
⎦ (4)

where σ 2
cx

and σ 2
cy

are the variances associated with the
camera-based measurements of the robot planar position along
axis Xw and Yw , σ 2

cθ is the variance of the orientation
measurements with respect to Xw , and terms σcxy , σcxθ , and
σcyθ represent the covariances between pairs of measured
quantities.

C. Uncertainty Analysis

If a non-Bayesian estimator is used and one landmark is
detected at time kts , the covariance matrix Pk ∈ R

3×3 of the



4446 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 68, NO. 11, NOVEMBER 2019

state estimation error simply coincides with (4), i.e., Pk = N .
In such conditions, the positioning uncertainty depends on the
metrological features of the vision system used to measure the
relative position and orientation of the robot with respect to
the landmark lying in the SDA of the camera. However, when
no landmarks are detected, positioning uncertainty tends to
grow due to the accumulation of the noise introduced by dead
reckoning (e.g., due to the wheels encoders used for odometry,
as explained in Section II-B). In this case, the evolution of Pk

as a function time can be obtained, to a first approximation,
from the linearization of the state equation of system (1)
around the estimated state. Thus, assuming that εk and pk are
uncorrelated ∀k, it follows that:

Pk+1 ≈
(

I + ∂Gk(pk, qk)

∂pk

)
Pk

(
I + ∂Gk(pk, qk)

∂pk

)T

+ ∂Gk(pk, εk)

∂εk
E
∂Gk(pk, εk)

∂εk

T

. (5)

Expression (5) can be regarded as an application of the law
of propagation of uncertainty in the multivariate case [32].
Moreover, assuming that the initial state of the system is
known, it is reasonable to set P0 = N .

Consider that, since Pk is a 3×3 matrix, a scalar uncertainty
parameter is preferable to monitor and to keep positioning
uncertainty under control. Therefore, in the rest of this paper,
the following function will be used to evaluate positioning
uncertainty, that is,

u p(Pk) =
√

max Eig
(
Px,y

k

)
(6)

where Px,y
k refers to the upper 2 × 2 matrix of Pk , that is,

Px,y
k =

[
σ 2

x ρσxσy

ρσxσy σ 2
y

]
(7)

and operator Eig(·) returns the eigenvalues of the argument
matrix.

The rationale for choosing function (6) to set uncertainty
constraints is threefold. First of all, it is simple to apply.
Second, even if u p(·) might include the orientation contribu-
tion, in practice, just the uncertainty associated with planar
position is typically of interest [25], [26]. Finally, the use
of function (6) is conservative because, from the geometrical
point of view, it can be regarded as the radius of a circle
centered in the estimated position and circumscribing the
ellipse representing the actual positioning uncertainty in the
plane Xw × Yw . In particular, u p(Pk) ∈ [u−

p , u+
p ], where

u−
p = max(σx , σy) if the correlation coefficient ρ in (7) is

equal to 0, while u+
p = (σ 2

x + σ 2
y )

1/2 if |ρ| = 1.
Observe that, using a non-Bayesian estimator, the minimum

positioning uncertainty is achieved anytime a landmark is
detected. Therefore, u p(Pk) ≥ u p(N) ∀k.

III. PROBLEM FORMULATION

Let P ⊆ R
2 ×[0, 2π] be the set of all configurations reach-

able by an agent inside the environment, so that pk ∈ P ∀k.
If D denotes the detectable area (namely, the set of points

lying in the SDA for at least one of the possible positions of
the robot), that is,

D = {(x, y) ∈ R
2 | ∃pk ∈ P, (x, y) ∈ s(pk)}

then, Lp ⊆ D can be referred to as the set of points
where landmarks can be actually deployed. Let ξ(pk) be the
maximum wanted positioning uncertainty of the target. Note
that, in general, ξ(pk) can be a function of the current robot
position (e.g., because locations close to walls require more
accurate localization to avoid collisions). Observe also that
Lp has infinite cardinality. Therefore, to make the landmark
placement problem tractable, a finite-element set L f ⊆ Lp

should be defined, to ensure that the minimum possible target
uncertainty is always achieved, i.e., u p(Pk) = u p(N) ≤
ξ(pk), ∀k. This condition holds true if, in every position of
the chosen environment, at least one landmark lies within the
SDA, i.e., L f ∩s(pk) �= ∅,∀pk ∈ P . Of course, the cardinality
of set L f (denoted with symbol | · | in the rest of this paper)
should be as little as possible to minimize the search space
of possible landmark positions. The resulting minimization
problem can be formulated as follows.

Problem 1: Given P and s(·), find

L f = arg min
Lx

|Lx |
s.t. ∀pk ∈ P, Lx ∩ s(pk) �= ∅ ∧ Lx ⊆ Lp.

A geometry-based closed-form optimal solution to Problem 1
is reported in [23]. The set L f , thus, obtained is indeed
the starting point for the placement optimization problem
addressed in this paper.

In this respect, to refine the search for optimal solutions,
some knowledge of the possible paths followed by the agents
is essential. An obvious constraint to ensure observability is
that at least one landmark must be detected along every path.
If fully autonomous vehicles are considered, usually the set of
possible paths has a finite cardinality and it is well defined.
If human beings are involved instead (like in the case of the
FriWalk), the set of possible trajectories is infinite, but the
regions of space that are explored with highest probability
(i.e., the most likely paths) can be derived statistically from
empirical observations [33], [34].

Even if a path Ti ∈ T (where T is the set of all available
paths) ideally consists of an infinite number of points, in
practice, it can be discretized by using the elements of L f .
Indeed, ∀i, k, ∃pk ∈ Ti : Si,k = s(pk) ∩ L f �= ∅.
Of course, the mapping between pk ∈ Ti and Si,k is not
bijective since multiple landmarks can be potentially detected
by the same robot. Thus, the landmark placement optimization
problem addressed in Section IV can be formalized as follows,
that is,

Problem 2: Given P , L f , T and ξ(pk) ≥ u p(N), ∀pk ∈ P ,
find

L = arg min
Lx

|Lx |
s.t. Lx ⊆ L f ∀i Ti ∈ T ∀kpk ∈ Ti , u p(Pk) ≤ ξ(pk).

Observe that L ⊆ L f . Therefore, the problem is well-posed
since at least one solution (i.e., L f ) certainly exists.
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Fig. 3. Example of uncertainty growth along a sample trajectory. Dashed line:
uncertainty threshold ξ(pk ). Solid line: uncertainty growth when no landmark
is in the SDA starting with minimum uncertainty N at step k = 4. At step
k = 14, we have u p(P14) > ξ(p14), therefore there is a violation. Shaded
band: union of the areas observed by the camera from step 4 to 13 (top). The
placeholder icon stands for possible landmarks position and those belonging
to the shaded band will generate the clause γ3,4.

IV. OPTIMAL LANDMARK PLACEMENT

A variety of strategies can be used to solve Problem 2.
In this section, first the minimization problem is represented
in a conjunctive normal form (CNF) [27]; then an exact,
but computationally intensive approach, and a faster, heuristic
method for its solution are described.

A. Conjunctive Normal Form Problem Representation

To formalize the problem, a boolean variable ai can be
associated with each possible landmark location li ∈ L f such
that

ai =
{

1, if a landmark is placed in li

0, otherwise.

Thus, a landmark deployment corresponds to an assignment
to the boolean variables. The objective is to find a least
assignment, i.e., an assignment such that the minimum number
of variables is assigned the value 1, which satisfies the uncer-
tainty constraints. We model the constraints by identifying all
the partial assignments to the variables that lead to a violation.
Consider a position ps ∈ Ti , and assume u p(Ps) = u p(N),
i.e., the minimum uncertainty in our setting. We simulate
the trajectory and compute the evolution of Ps+1, Ps+2, . . .
along Ti . At the same time, let Si, j represent the landmark
positions within the field of view of the landmark detector at
time j along path i . If at time k +1 > s, u p(Pk+1) > ξ(pk+1),
then we have a violation since ξ(pk+1) is the maximum
position uncertainty allowed at point pk+1 (see Fig. 3 at

time k+1 = 14). In order to avoid it, at least one landmark has
to lie in one of the positions ∪k

j=sSi, j in view. This condition
can be expressed as

γi,s =
k∨

j=s

Si, j

where, with a slight abuse of notation, the boolean variables
associated with the landmark positions are denoted with Si, j

(see Fig. 3). In plain words, γi,s evaluates to true if and only if
at least one landmark lies in the SDA when the robot moves on
path i from time s to time k, where k, in this case, is the instant
immediately before the time when the position uncertainty
constraint is violated. Clearly, a landmark deployment L that
does not satisfy γi,s cannot be a solution to Problem 2, since
between pk and pk+1, the uncertainty constraint would be
violated. We can repeat this analysis for all starting positions
and all trajectories, and collect the clauses in a set 
. To find
a solution to the problem, it is necessary and sufficient that
all the generated clauses evaluate to true. Thus, the function

ϕ(ai , . . . , an) =
∧

 =

∧
i,s

γi,s

evaluates to true for all and only those assignments to the
boolean variables a1, . . . , an which correspond to a correct
deployment. Given its form, ϕ is expressed in CNF.

B. Optimal Placement

To optimize the placement, we need to find the best
satisfying assignment, i.e., an assignment to the variables
a1, . . . , an such that ϕ is true and the least number of variables
is assigned value 1. There are several ways to formally
solve this problem. One approach is to cast it as a logic
optimization problem [27]. Observe that the conjunction of
the true variables of a satisfying assignment is an implicant
of ϕ, that is, the product term “covers” some of the ones of ϕ.
A minimal deployment corresponds to a prime implicant of ϕ.
The minimum deployment is, therefore, the largest prime
implicant. Logic optimization can then be used to find a
minimum two-level cover of ϕ. Each term of the resulting
cover corresponds to a minimal deployment, and we choose
the one with the least number of variables. This approach
has the advantage that it provides several alternative solutions
corresponding to the various terms of the cover. While this
strategy gives us the best solution, the downside lies in its
computational complexity, which is exponential in the number
of variables and in the number of prime implicants [27].

There exist other possible and more efficient encodings of
the boolean optimization problem. In fact, the choice of the
set of locations corresponds to a minimal covering problem.
In logic optimization, this is equivalent to the selection of a
minimal cover, given the set of prime implicants of a boolean
function. In other words, the solver may skip the search of
the prime implicants, and only perform the selection, if the
(prime) implicants (each corresponding to a sensor location
covering a number of constraints) are provided ahead of time.
This suggests a boolean function representation in which the
role of the locations ai and the constraints γ j is reversed. This
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Fig. 4. Function ψ as a Karnaugh map. Full specification showing the
locations as prime implicants (left). Relaxed specification with don’t cares
denoting simultaneous location coverage (right).

means that the constraints become input variables to a function
ψ(γ0, . . . , γm), whose implicants are defined by the sensor
locations. Logic optimization then selects the smallest set of
prime implicants (locations) that still forms a cover. For this to
work, we must ensure that the larger the location coverage is,
the larger is the corresponding implicant. We therefore use the
following encoding: a location, acting as an implicant, sets the
value of ψ to 1 for all those input combinations for which all
of the constraints which are not covered are assigned value 0.
This approach can be illustrated through an example. Consider
four constraints γ0, γ1, γ2, γ3, and three locations a0, a1, a2
such that

a0 covers γ0 and γ1

a1 covers γ2 and γ3

a2 covers γ1 and γ2. (8)

The minimum cover is clearly given by locations a0 and a1.
We associate to each location a corresponding term

a0 ⇒ γ2 · γ3

a1 ⇒ γ0 · γ1

a2 ⇒ γ0 · γ3.

In this specific example, function ψ = γ2 ·γ3 +γ0 ·γ1 +γ0 ·γ3
is shown in Fig. 4 (left) as a Karnaugh map. For any input
assignment, ψ is 1 if the constraints which have value 1 in
the assignment are covered by the same location. Effectively,
logic minimization would need to include all locations a0,
a1, and a2 to cover the function [as shown in Fig. 4 (left)].
Observe that the requirements in the map are too strict and the
resulting coverage too conservative, since setting a0 = 1 and
a1 = 1 would be sufficient. The key observation here is that
we do not need the constraints to be covered simultaneously
by the same location. For instance, in the cell γ0γ1 = 00
and γ2γ3 = 11 of the Karnaugh map, we require that γ2 and
γ3 be covered by the same location, while other cells in the
map ensure that they will be covered individually. At the same
time, simultaneous coverage should not be ruled out, as much
as it helps with reaching a minimum cover. To reconcile these
two requirements, we replace the 1’s of ψ corresponding to
simultaneous coverage with don’t care conditions, as shown
in Fig. 4 (right). In this way, logic minimization will not be
required to choose certain implicants nor will it be prevented
from doing so. The selection therefore leads to the minimum
cover.

TABLE I

COVERAGE MATRIX EXPRESSING THE CLAUSE AS DISJUNCTION OF
BOOLEAN VARIABLES: γ2,3 = a1 ∨ a2 ∨ a8 ∨ a9; γ4,1 = a2

∨ a3 ∨ a6; γ3,2 = a2 ∨ a4; γ3,4 = a1 ∨ a3 ∨ a5∨ a7 ∨ a10; γ3,5 = a3 ∨ a5 ∨ a7 ∨ a10

This encoding scheme results in much better performance.
Using the SIS optimization software on an Intel i7-6700 CPU
PC running at 3.50 GHz with 8 GB of RAM [35], a small
problem with 15 constraints and 52 locations is solved in over
3 minutes using the first encoding, while it takes negligible
time with the second encoding. A 21-constraint problem
with 65 locations (which takes days with the first method)
is instead solved in less than a second. While the performance
improvement of five orders of magnitude allows the solver to
address large problems, the exponential complexity can still
be a limiting factor when the number of constraints becomes
very large.

Alternatively, the problem can be rephrased as a constrained
boolean optimization, that is,

min
∑

i

ai , s.t. ∀i ∀s, γi,s > 0.

Even if the computational complexity of the problem is still
exponential, one can solve the continuous relaxation of the
same problem, which is polynomial. Of course, since in this
case, the variables may take any value between 0 and 1,
the solution of the problem, in general, will be infeasible,
although it can be used as a lower bound to estimate the opti-
mality of heuristic solutions. In particular, we rely on a greedy
approach [27], based on the greedy heuristic for submodular
functions [36], which leads to a good approximation of the
optimal solution within a negligible computation time. We start
with a compact representation of 
 given by a coverage matrix.
The matrix columns refer to the possible landmarks locations
li ∈ L f , whereas the matrix rows represent the clauses γi,s .
The matrix element in (r, c) is 1 if the r th clause is satisfied
by the cth landmark, or 0 otherwise. An example is given
in Table I. To optimize the coverage, the columns are ordered
according to the number of elements equal to 1, in a decreasing
fashion. With reference to Table I, the first column would
be l2, then l3 and so on. A landmark is placed in the position
corresponding to the first column, i.e., the one satisfying the
greatest number of clauses. The corresponding satisfied clauses
(the matrix rows) are then removed from the matrix, together
with the first column, and the matrix is reordered. With
reference to Table I, l2 is added to Lg and the first three rows
are removed. A new matrix A1 is obtained, and the procedure
starts over. The procedure ends when there are no more clauses
to meet. For the case of Table I, the procedure may end with
Lg = {l2, l5} or with Lg = {l2, l3}, namely, when at most
two landmarks are placed. As shown in Section VI, despite its
simplicity, the greedy solution Lg turns out to be very effective
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Fig. 5. FriWalk developed within the European project ACANTO.

when compared to the (infeasible) lower bound given by the
relaxation solution [27], and can handle problems of large size.

V. EXPERIMENTAL SETUP

As mentioned in Sections I and II, the platform used to
validate experimentally the proposed approach is the FriWalk
(Fig. 5), a commercial trolley for seniors1 endowed with
sensors [12], [16], as well as processing [31], [37] and
guidance functions [38]–[40]. The robot can estimate its own
speed, enabling odometric trajectory estimation, through two
encoders AMT-102V mounted on rear wheels with a resolution
of 0.08 mrad per tick. In addition, the relative pose of the
camera with respect to the Aruco code detected in the camera
field of view (namely, the SDA in the case at hand) can be
measured by using a front RGB camera (PLAYSTATION Eye)
and a software application based on OpenCV 3.1.0.

Encoder information is collected by a BeagleBone Black
board via a controller area network bus. The BeagleBone
Black board processes encoder data and sends odometry
results to an Intel NUC mini PC (equipped with a microproces-
sor i7-5557 and 8 GB of DDR3 RAM) through a local area
network (LAN) router. The PLAYSTATION Eye is connected
directly to the Intel NUC mini PC through a USB link. The
NUC mini PC is, in turn, also connected to the LAN router.
The router provides Wi-Fi connectivity between the FriWalk
and an external PC used for telemetry, e.g., to log the encoder
measurement data and the relative position and orientation
measures with respect to every detected Aruco code while
the robot is moving. Accuracy and precision of the linear and
angular velocity estimates vk and ωk based on odometry were
evaluated by comparing the values returned by the BeagleBone
Black board with those obtained by differentiating FriWalk
position and orientation measured by an OptiTrack reference
localization system. In all experiments, FriWalk and OptiTrack
data were properly aligned in time. Moreover, the robot was

1Trionic Walker 12er

Fig. 6. Experimental distribution of the linear velocity estimation error εvk
and of the angular velocity estimation error εωk due to encoder data.

TABLE II

PARAMETER VALUES FOR FriWalk LOCALIZATION

driven repeatedly (i.e., about 50 times) and at a different speed
(ranging from 0.3 to 1.2 m/s) over an eight-shaped path.
The OptiTrack localization system consists of 14 calibrated
cameras and it able to measure the position of ad hoc reflective
markers attached to the FriWalk with standard uncertainty of
about 1 mm, i.e., negligible compared with the positioning
uncertainty based on odometry. The histograms of the dif-
ferences εvk and εωk between the linear and angular velocity
data, respectively, resulting from odometry and the OptiTrack-
based localization system are shown in Fig. 6. Observe that the
mean values of εvk and εωk are negligible, while the elements
of the covariance matrix E are reported in Table II. Such
values, although apparently small, have a significant impact
on odometry-based positioning uncertainty since they tend to
accumulate over time due to dead reckoning.

The OptiTrack reference localization system was also used
to evaluate accuracy and precision of distance and orientation
measurements based on the PLAYSTATION Eye, whenever
an Aruco code is detected. Again, the FriWalk was driven
repeatedly over an eight-shaped path. The histograms of
the differences between the position and orientation values
measured by the on-board vision system and those obtained
with the OptiTrack are shown in Fig. 7(a). Such differences
are realizations of the components of the random vector ηk

in (1), whose covariance matrix is (4). Observe that the mean
values of the elements of ηk are −7.8 mm, −8.3 mm, and
10 mrad, respectively, and can be easily compensated, thus
obtaining a zero mean process, as assumed in Section II-A.
The corresponding standard uncertainty values (i.e., about
58 mm, 54 mm, and 34 mrad) are considered adequate
for the intended application. The positions of the landmarks
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Fig. 7. Estimation of the camera parameters. (a) Error histograms of the
camera reading pose. (b) Trapezoidal approximation of the SDA. Dots: relative
measured positions of the Aruco codes with respect to the camera. Shaded
trapezoid: estimated SDA.

detected in repeated trials [represented with about 20 000 dots
in Fig. 7(b)] were also used to estimate the SDA of the
PLAYSTATION Eye installed on the FriWalk. In particular,
the SDA exhibits approximately a trapezoidal shape and the
values of parameters r , R, and α shown in Fig. 2 are
summarized in Table II. The table reports also the values of
the elements of covariance matrices E and N , the sampling
period ts , and the target uncertainty ξ(pk) for landmark
placement. For the sake of simplicity (but without loss of
generality), ξ(pk) can be assumed to be constant, i.e., equal
to 0.8 m regardless of the actual FriWalk position. This value
is just an example, but it is reasonable for the purposes of
project ACANTO.

VI. PLACEMENT IMPLEMENTATION

The indoor scenario chosen to validate the proposed place-
ment strategy is the Department of Information Engineering
and Computer Science (DISI) of the University of Trento.
Given the map of the environment, the placement technique
described in Section IV requires to know the possible agent
paths. Unfortunately, the planner based on elastic bounds,
as proposed in [27], does not guarantee that a generated path
is likely to happen in practice. In [42] instead, 90% out of
1560 human trajectories were generated with accuracy better
than 10 cm, by using paths consisting of arcs of a clothoid.
In [37] and [41], it is shown that the clothoid-based model
is able to describe the natural behavior of the FriWalk even
in crowded environments, i.e., when the presence of other
robots and human beings may affect the path of a moving
agent [43]. Therefore, in this paper, the same approach is
adopted to generate a set of 2085 possible paths, as shown
in Fig. 8.

Consider that path regularity increases the number of shared
boolean variables between clauses. This situation makes the
solution based on a greedy approach quite challenging. For
given values of R, r , and α (see Table II), the Aruco code
potential locations can be determined by applying the geo-
metrical criterion described in [23]. Their total number in the
DISI premises amounts to |L f | = 9420. Such positions are

represented by cross-shaped markers in the inlet of Fig. 8.
Along the 2085 generated paths, it was verified through
simulations that 8685 out of 9420 possible landmarks lie in
the SDA of FriWalk vision system at least once. The number
of derived clauses, assuming a maximum target uncertainty
ξ(pk) = 0.8 m, is 38 947. By solving the relaxed optimization
problem described in Section IV-B, the resulting optimal
number of landmarks, computed in 90 minutes, is 20.63. Even
though this number corresponds to an infeasible solution (the
amount of landmarks of course cannot be fractional), it can
be regarded as a lower bound to optimal placement [27].
To obtain a feasible solution from the relaxed one, we can
select incrementally the landmark positions with the highest
value (i.e., the locations whose value is closer to 1) until all
of the clauses are satisfied. A total of 67 landmarks can be
placed in this way. Conversely, the greedy algorithm selects
only |Lg| = 35 Aruco codes (represented by white circles
in Fig. 8). Note that most of the selected Aruco codes are
located in the corridors of the building. This is reasonable,
as path density is obviously higher than in offices.

It is worth noting that, even if the number of paths and
potential landmark locations is quite large, the computation
time of the greedy algorithm implemented in MATLAB and
running on a PC provided with a 3.50-GHz Intel Core i7
microprocessor and 8-GB RAM is about 55 minutes. There-
fore, the greedy algorithm is computationally more efficient
than the relaxed linear programming optimization problem,
and it returns a solution that is reasonably close to the
infeasible lower bound.

A further benefit of the proposed placement technique is
that the uncertainty constraint ξ(pk) does not need to be
constant all over the environment considered. For instance,
positioning uncertainty has to be lower in rooms cluttered
with objects or including forbidden areas, whereas it can be
larger in the case of wide open environments. Fig. 9 shows
the result of an alternative landmark placement when different
uncertainty constraints ξ(pk) are used, i.e., 0.2 m (halls next
to staircases), 0.4 m (narrow vertical corridors), 0.7 m (wide
vertical corridors), 1.0 m (long horizontal corridors), and
2.0 m (other rooms). Observe that, in this case, landmark
positions are quite different from those shown in Fig. 8 even
if the computation time is approximately the same. Moreover,
the number of landmarks selected by the greedy algorithm is
|Lg| = 57, with a higher density where the maximum target
uncertainty is lower, as expected. This example confirms the
flexibility of the proposed placement strategy.

To evaluate to what extent the greedy solution is better than
other naive landmark placement strategies, a comparison with
several random layouts is reported. The box and whiskers
plot in Fig. 10 shows the percentages of paths satisfying
the uncertainty constraint ξ(pk) = 0.8 m as a function of
average Aruco code density, assuming that between 0.1% and
3.1% of all possible landmarks are selected randomly with the
same probability. Each box in Fig. 10 refers to 100 random
layouts with the same average density. The dashed vertical
line refers to the average landmark density associated with
the greedy placement solution shown in Fig. 8, for which the
uncertainty constraint is met over all paths. Clearly, the greedy
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Fig. 8. DISI map with 2085 possible FriWalk trajectories generated by the path planner described in [37] and [41]. The set of potential Aruco codes locations
(namely, the starting set for optimal landmark placement) are represented by cross-shaped markers (clearly visible in the inlet on the right) and consists of
|L f | = 9420 elements. The landmarks selected by the proposed optimization algorithm (i.e., the elements of set Lg ) are highlighted with white circle markers.

Fig. 9. Optimal landmark placement over the DISI map when different
target uncertainty values ξ(pk ) are used, i.e., 0.2 m (halls next to staircases),
0.4 m (narrow vertical corridors), 0.7 m (wide vertical corridors), 1.0 m (long
horizontal corridors), and 2.0 m (other rooms).

solution outperforms the purely random approach. Indeed,
to have a negligible probability that the positioning uncertainty
constraint is violated in the random case, the average landmark
density must be about one order of magnitude larger than when
the greedy solution is adopted.

Of course, even when the greedy placement algorithm is
applied, the resulting average landmark density is a function
of the maximum wanted uncertainty, as qualitatively shown in
Fig. 9. A better analysis of the relationship between average
landmark density and ξ(pk) is shown in Fig. 11, where, unlike
the case of Fig. 9, ξ(pk) is assumed to be constant over
the whole DISI map and it is increased by steps of 0.1 m.
If ξ(pk) is small, the average landmark density increases
sharply. On the contrary, as ξ(pk) grows, it tends to decrease
slowly. In particular, for ξ(pk) ≥ 0.5 m, the average landmark
density is well below 1%.

VII. EXPERIMENTAL RESULTS

In principle, the placement results shown in Fig. 8 are
based on the assumption that all points of every DISI room
are fully accessible. However, in practice this is not true,
due to obvious privacy or security issues. Therefore, to plan
a fair and appropriate experimental validation, the greedy

Fig. 10. Percentage of paths satisfying the uncertainty constraint
ξ(pk ) = 0.8 m as a function of the average landmark density, assuming that
they are randomly selected from L f with the same probability among those
shown in Fig. 8. The vertical dashed line highlights the average landmark
density associated with the greedy solution, while the square on top of the
line recalls that the uncertainty constraint is never violated in this case.

Fig. 11. Landmark density of the greedy placement solution, as function of
the uncertainty constraint ξ(pk ).

placement algorithm was applied again considering a subset of
all possible paths, i.e., limiting the analysis just to the rooms
that are fully accessible. The results of this new landmark
placement [assuming again that ξ(pk) = 0.8 m] are shown
in Fig. 12, along with a snapshot of the actual setup in a
corridor. Again, landmark positions are indicated by white
circle markers. Observe that, in this case, the number of
deployed Aruco codes is slightly smaller than in Fig. 8.
In particular, |Lg| = 29 instead of 35. This result is reasonable
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Fig. 12. Paths followed by the FriWalk for experimental validation. Again
the white circle markers represent the locations where the Aruco codes are
actually placed, i.e., the elements of set Lg . Snapshot of the actual landmark
layout in a corridor (right).

in consideration of the different area that can be actually
explored.

With the Aruco codes deployed as shown in
Figs. 10 and 12, 10 users were asked to move along various
paths generated by the path planner, covering a total distance
of about 4 km. The FriWalk position was estimated by the
non-Bayesian algorithm (shortly referred in the following
as NBE) described in Section II-C. The corresponding
estimated paths are shown in Fig. 12. Observe that, due
to the sporadic nature of landmark detection, the estimated
paths may exhibit sudden and visible changes if an Aruco
code is detected after a quite long time, i.e., when the
uncertainty due to dead reckoning becomes particularly large.
In principle, such sudden large errors should be smaller if a
Bayesian estimator fusing odometry and vision system data
(e.g., EKF—described in the Appendix) were used.

In order to highlight if and to what extent the uncertainty
estimated over the aforementioned real paths is consistent
with the uncertainty used to perform landmark placement,
the cumulative distributions functions (CDFs) of u p(Pk)
estimated on experimental and simulated paths are shown
in Fig. 13. The dual results in the EKF case, namely, the CDFs
of u p(Pk) applied to the Px,y

k matrix extracted from (A.2),
are also plotted for the sake of comparison. Note that, in the
NBE case, the CDFs computed over real and simulated
(i.e., synthetic) paths are perfectly consistent, and the per-
centile of u p(Pk) values exceeding ξ(pk) = 0.8 m is neg-
ligible. This confirms that the landmark layout obtained as
described in Section VI can be successfully applied to the
chosen real paths, even if they are not exactly the same
as those used to perform landmark placement. Moreover,
the adopted landmark layout is clearly conservative, since
the percentiles associated with a given u p(Pk) value in the
EKF case are always larger than the dual percentiles obtained
with the NBE. However, in the EKF case, a slight mismatch
exists between the CDFs computed over the synthetic paths
and those resulting from real experiments. This is probably
due to the fact that not all assumptions underlying the use of
the EKF (e.g., process or measurement noise whiteness and
uncorrelatedness) hold in practice.

It is worth emphasizing that the CDF curves plotted
in Fig. 13 refer just to the estimated positioning uncertainty
based on (5) and (A.2) for the NBE and the EKF, respec-
tively. Hence, to verify whether the uncertainty constraint

Fig. 13. Cumulative distribution functions of the uncertainty values u p(Pk)
estimated by the NBE or the EKF using the data collected along the synthetic
paths used to perform landmark placement and those collected during real
experiments.

Fig. 14. Empirical marginal PDFs of estimation errors along the x-axis
and y-axis associated with the non-Bayesian position estimator described in
Section II-C (dashed line) and the EKF described in the Appendix (solid line).

is met, the positioning uncertainty has to be reconstructed
from the differences ex and ey between the x− and y−axes
coordinates estimated by the FriWalk and those of some
reference points, e.g., anytime one Aruco code is detected.
Unfortunately, no continuous position tracking is possible in
DISI premises, since the Optitrack reference system cannot
be used in such a large environment. The marginal empirical
probability density functions (PDFs) of ex and ey resulting
from Gaussian fitting are shown in Fig. 14. For the sake of
comparison, the PDFs of ex and ey obtained by applying
the EKF to the same set of real paths are also reported.
The position errors along the x−axis are affected on average
by a 18-cm bias, probably because of the processing delays
when the robot moves forward, as described in [12]. How-
ever, this systematic contribution can be easily compensated.
As expected, the positioning uncertainty associated with the
EKF is smaller than the NBE one, due to the Bayesian nature
of the former approach. Consider that, if ex and ey were
uncorrelated, i.e., if ρ = 0 in (7), then u p(Pk) = u−

p =
max(σx , σy). As a result, the actual values of u−

p based on
experimental data would be equal to 0.49 m for the NBE
and 0.39 m for the EKF, respectively. However, the general
scenario is worse, as some correlation between ex and ey could
increase u p(Pk) (namely, the maximum eigenvalue of Px,y

k )
till reaching u+

p = (σ 2
x + σ 2

y )
1/2 for perfectly correlated

data, as explained in Section II-C. In this case, u+
p could

reach 0.54 m for the NBE and 0.41 m for the EKF, respec-
tively. Nevertheless, these values are well below ξ(pk) =
0.8 m. Hence, in light of the discussion in Section II-C,
the target uncertainty constraint is met for any |ρ| ≤ 1,
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Fig. 15. Scatter diagrams of the position estimation errors ex and ey
associated with the NBE (empty circles) and the EKF (filled circles). In the
same graph, the ellipses corresponding to covariance matrices Px,y

k given
by (7) for the NBE (dashed line) and for the EKF (solid line) are also shown
for the sake of comparison with the circle of radius ξ(pk ) delimiting the target
uncertainty region (dashed–dotted line).

thus confirming the correct operation of the greedy placement
algorithm. This theoretical achievement is confirmed by the
scatter diagrams shown in Fig. 15, which reports 365 position
estimation errors ex and ey associated with the NBE (empty
circles) and the EKF (filled circles) immediately before land-
mark detection. The ellipses corresponding to the covariance
matrices of either cloud of points are also plotted. In this case,
the values of correlation coefficients ρ are approximately equal
to −0.3 and −0.09 for the NBE and the EKF, respectively.
Thus, the positioning uncertainly of either estimator is cer-
tainly included between u−

p and u+
p . The difference in ρ values

explains also the diversity in shape between the ellipses shown
in Fig. 15. However, in both cases, the ellipses (as well as
the possible circles circumscribing them) are safely included
within the wanted uncertainty region, namely, the dashed–
dotted circle of radius ξ(pk) shown in Fig. 15. Indeed, just
about 10% of position error values lie outside that circle,
i.e., much less than 33% that we would expect in a perfectly
Gaussian case.

VIII. CONCLUSION

Indoor positioning techniques for mobile agents often rely
on the deployment of a large amount of landmarks with a
known position and orientation in a given reference frame.
Since agents typically can estimate their own position through
dead-reckoning techniques even when landmarks are not
detected, usually landmarks are placed randomly or follow-
ing just common-sense criteria that, however, do not ensure
that given uncertainty constraints are met. In this paper,
the problem of optimal landmark placement first is properly
formalized in the framework of logic synthesis, and then
it is solved through a greedy approach, which keeps into
account the possible paths of the agents within the environment
considered. The key advantage of the proposed technique is
that it is able to place a very low number of landmarks, while
ensuring that indoor localization uncertainty does not exceed
a given limit. Even if the greedy algorithm generally does not
converge to the globally optimal solution, multiple simulation
results show that the number of landmarks deployed with the

adopted heuristic approach is just slightly larger than the lower
bound to the actual optimal solution. On the contrary, a much
larger amount of randomly deployed landmarks is needed to
achieve the same positioning uncertainty. Moreover, since the
greedy algorithm is computationally light, it can be effectively
used even when large environments are considered.

The proposed approach was validated on the field using a
reasonable body of experimental data in a real-life scenario.
In the future, the performance of the placement strategy
could be further improved if the importance of different
paths were taken into account, e.g., by classifying paths as
mandatory or optional.

APPENDIX

EKF DESCRIPTION

This section describes a Bayesian estimator, i.e., an EKF,
to compare the localization accuracy achieved experimen-
tally after optimal landmark placement with and with-
out sensor data fusion, as explained in Section VII. The
EKF relies on (1) and (2), and, as customary of
EKF implementation, it consists of two steps, i.e., Prediction
and Update.

1) The equations of the Prediction steps are

p−
k+1 = pk + Gk(pk)qk

P−
k+1 = Ak Pk AT

k + Gk(pk) E Gk(pk)
T (A.1)

where matrix Ak = (I + (∂Gk(pk)qk/∂pk)) is the same
as the one adopted by the non-Bayesian estimator;

2) The equations of the Update step (which, however, is
performed only when an Aruco code is detected) are
instead

Kk = P−
k+1 H T

k

(
Hk P−

k+1 H T
k + N

)−1

pk+1 = p−
k+1 + Kk

(
zk+1 − p−

k+1

)
Pk+1 = (I − Kk Hk)P

−
k+1 (A.2)

where Kk is the Kalman gain, Hk = (∂h(pk)/∂pk) is
the Jacobian matrix of the system output function, and
zk+1 is the vector of measurement data used to update
the estimated state anytime an Aruco code is detected.
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