Chapter 6
Automatic Labeling Affective Scenes in Spoken Conversations
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Abstract  Research in affective computing has mainly focused on analyzing human emotional states as perceivable within limited contexts such as speech utterances. In our study, we focus on the dynamic transitions of the emotional states that are appearing throughout the conversations and investigate computational models to automatically label emotional states using the proposed affective scene framework. An affective scene includes a complete sequence of emotional states in a conversation from its start to its end. Affective scene instances include different patterns of behavior such as who manifests an emotional state, when it is manifested, and which kinds of changes occur due to the influence of one’s emotion onto another interlocutor. In this paper, we present the design and training of an automatic affective scene segmentation and classification system for spoken conversations. We comparatively evaluate the contributions of different feature types in the acoustic, lexical and psycholinguistic space and their correlations and combination.
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6.1 Introduction

In social interactions, the emotional states of the interlocutors\(^1\) continuously change over time. The flow of emotional states is influenced by the speaker’s internal state, by the interlocutor’s response, and by the surrounding environmental stimuli in the situational context [21]. For the development of behavioral analytics systems, there is a need to automatically recognize the flow of speakers’ emotions in socially regulated conversations.

Behavioral analytics systems that can analyze the emotional flow may facilitate the automatic analysis of naturally-occurring conversations from different areas of human relationships, including therapist versus patient, teacher versus student, and agent versus customer interactions.

State of the art literature provides evidence that the understanding of emotions is important in human-machine dialogue systems [40] and call center interactions [18]. During the past century, the study of human emotions was a critical field of investigation in humanities. While most of the studies in this area focused on the classification of emotions into basic and complex categories, some psychological studies focused on the emotional process itself. For example, the appraisal theory [43] illustrated the sequential organization of the emotional process. According to this theory, an emotional state can change because of the underlying appraisals and reaction processes. Moreover, the sequential organization model assumes that the appraisal process is always active, and it continuously evaluates an event or situation to update its organism’s information. Based on the appraisal phenomenon, Gross proposed the modal model of emotion [25]. This model illustrates the emotional process in term of the situation $\rightarrow$ attention $\rightarrow$ appraisal $\rightarrow$ response sequence. Gross’s theory states that the emotion-arousal process is induced by a situation, i.e., a physical or virtual space that can be objectively defined. The situation compels an attention of the subject and it elicits the subject’s appraisal process and the related emotional response. The response may generate actions that in turn modify the initial situation. Based on this model, Danieli et al. [17] proposed a concept, named affective scene. The purpose was to model the complex interplay between the expression of emotions and its impact in different conversational interactions.

In the field of automatic analysis, the research on affective computing mainly focused on analyzing low-level signals such as utterances, turns in spoken conversation or images. However, the present studies lack the modeling of the entire emotional space at the higher level, such as the flow of an emotion sequence throughout the conversation. There could be several reasons such as lack of operationalized concepts and the difficulty in representing them in conversational interactions. The study of Lee et al. [33] suggests that modeling the conditional dependency between two interlocutors’ emotional states in sequence improves the automatic classification performance. In [21], Filipowicz et al. studied the how emotional transitions influence the social interactions. They observed that it could lead to different interpersonal

\(^1\)In this chapter, the word ‘interlocutor’ encompasses the person speaking and expressing (speaker) the emotion and the person listening and perceiving (listener) that emotion.
behaviors. Regarding the research for designing automatic emotion recognition systems, several behavioral cues have been explored using various modalities such as audio and video, and multi-modal [27, 30, 31, 44].

The importance of summarizing spoken conversations, in terms of emotional manifestations, long-term traits, and conversational discourse, is presented in [48]. Authors demonstrated that such a summary can be useful in different application domains.

The research related to the use of paralinguistics for behavioral analysis from spoken conversations include personality [2–4], overlap discourse [12, 14], overlap in context [15], turn-taking dynamics [11], user satisfaction [16], and interlocutors’ coordination in emotional segment [5].

In our study, we focus on designing the affective scene framework to automatically label affective scenes. The motivation of designing an affective scene framework is also practical because from the automatically labeled affective scenes one can interpret the different patterns of the speakers’ affective behavior in situated contexts. For the experiment and evaluation described in this chapter, we utilized call center’s dyadic spoken conversations. We investigate the call center agent and customer’s affective behaviors such as customer manifested anger or frustration, however, the agent was not empathic (see Sect. 6.4). This kind of understanding can help to pinpoint the customer’s problem, and it can also help in reducing phenomena like the churn rate. Such an understanding can help to provide a better customer service. We propose the computational models that can automatically classify emotional segments occurring in conversations. For the design and evaluation of the model, we utilize verbal and vocal non-verbal cues in terms of acoustic, lexical, and psycholinguistic features. The work described in this chapter may contribute to the cognitive infocommunications research field by providing a model of affective scenes that may be adopted to investigate intra-cognitive communications [6] issues.

This chapter is organized as follows. In Sect. 6.2, we briefly review the terminologies used in the affective computing research, which are relevant for this work. In Sect. 6.3, we give a brief overview of the corpus that we used to investigate the affective scene (Sect. 6.4) and design the framework. We present the experimental details in Sect. 6.5, and discuss the results in Sect. 6.6. Finally, we provide conclusions in Sect. 6.7.

### 6.2 Terminology

In this section, we review terminologies from affective behavior research that are relevant for the context of this work.

---

2The churn rate is "the percentage of customers who stop buying the products or services of a particular company." In the telecommunication industry, some studies found that the approximate annual churn rate is 30% [24, 49].

---
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**Behavior**: It is defined as “... quite broadly to include anything an individual does when interacting with the physical environment, including crying, speaking, listening, running, jumping, shifting attention, and even thinking” [22].

**Behavioral Signals**: Signs that are direct manifestations of individual’s internal states being affected by the situation, the task and the context. Signals can be overt and/or covert. Examples of overt signals are changes in the speaking rate or lips getting stiff. Examples of covert cues are changes in the heart-rate, galvanic skin response or skin temperature.

**Affect**: It is an umbrella term that covers a variety of phenomena that we experience such as emotion, stress, empathy, mood, and interpersonal stance [29, 41]. All of these states share a special affective quality that sets them apart from the neutral states. In order to distinguish between each of them, Scherer [42] defined a design-feature approach, which consists of seven distinguished dimensions, including intensity, duration, synchronization, event-focus, appraisal elicitation, rapidity of change, and behavioral-impact.

**Affective Behavior**: The component of the behavior that can be explained in terms of affect analysis.

**Emotion**: There is a variety of definitions of this concept. A few of them are reported below. According to Scherer [42], emotion is a relatively brief and synchronized response, by all or most organismic subsystems, to the evaluation of an external or internal stimulus.

Gross’s [26] definition of emotion refers to its *modal model*, which is based on three core features such as (1) what gives rise to emotions (when an individual attend and evaluate a situation), (2) what makes up an emotion (subjective experience, behavior, and peripheral physiology), and (3) malleability of emotion.

According to Frijda “emotions are intense feelings that are directed to someone or something” [23, 41].

**Emotional State**: In the psychological and psychiatric literature the concept “emotional state” is often used as being coextensive with some given emotion, and it is not explicitly defined from itself. However, studies that analyze human emotions in a more situated perspective, have proposed that emotional states are conditions of the psychological and physiological processes that generate an emotional response, and that contextualize, regulate, or otherwise alter such a response [7].

**Empathy**: According to Hoffman [28], “Empathy can be defined as an emotional state triggered by another’s emotional state or situation, in which one feels what the other feels or would normally be expected to feel in his situation”. For this work, we follow this definition of empathy.

By McCall and Singer [34], empathy is defined based on four key components: “First, empathy refers to an affective state. Second, that state is elicited by the inference or imagination of another person’s state. Third, that state is isomorphic with the other person’s state. Fourth, the empathizer knows that the other person is the source of the state. In other words, empathy is the experience of vicariously feeling what another person is feeling without confounding the feeling with one’s own direct experience”.

Perry and Shamay-Tsoory [37] “… denotes empathy as our ability to identify with or to feel what the other is feeling.”
6.3 The Corpus and Its Annotations

The corpus of Italian conversations analyzed in this study consists of 1894 customer-agent phone dialogues amounting ∼210 h. It was recorded on two separate channels with 16 bits per sample, and a sampling rate of 8 kHz. The length of the conversations is 406 ± 193 (mean ± standard deviation) seconds. The corpus was annotated with empathy (Emp), basic and complex emotions. The basic emotions include anger (Ang), and complex emotions include frustration (Fru), satisfaction (Sat), dissatisfaction (Dis). We also introduced neutral (Neu) state tag as a relative concept to support annotators while identifying the emotions in the conversational context. The annotation protocols were defined based on the Gross’s modal model of emotion. More details of the annotation process can be found in [17]. The annotators’ task was to identify the occurrences of emotional segments in the continuous speech signal where they can perceive a transition in the emotional state of the speaker. They identified the onsets of the variations and assigned an emotional label. Hence, the emotional segment may consist of one or more turns. Moreover, the annotators were also instructed to focus both on their perception of speech variations, such as acoustic and prosodic quality of pairs of speech segments, and on the linguistic content of the utterances.

For the evaluation of the annotation model, we randomly selected 64 (∼448 min) spoken conversations. The annotators were hired for the annotation task. The demographic information of the annotators consists of Italian native speakers, similar age, and ethnicity but different gender. The goal was to assess whether the annotators can perceive the speech variations at the same onset position, as well as their agreement of assigning the emotional labels on speech segments. The comparison showed that 0.31 of the annotated speech segments were exactly tagged by the two annotators at the same onset positions, while 0.53 was the percentage of cases where the two annotators perceived the emergence of an emotional attitude of the speaker occurring at different, yet contiguous, time frames of the same dialog turns.

To measure the quality of the annotations, we calculated inter-annotator agreement using the kappa measure [8]. It is widely used to assess the degree of agreement among the annotators. The kappa coefficient ranges between 0 (i.e., agreement is due to chance) and 1 (i.e., perfect agreement). Values above 0.6 suggests an acceptable agreement. We found reliable kappa results as shown in Table 6.1. The annotation task was complex, which was also taking more time for the annotation. From our observation, we found that on average the annotation time of a conversation was ∼18 min. The analysis of annotators’ disagreement showed that the inevitable portion of the subjectivity of this task had a greater impact in cases where the differences of the emotional labels were more nuanced, like in case of frustration and dissatisfaction.

---

3Turn refers to the spoken content of a speaker at a time. For example, speaker A says something, which is speaker A’s turn, then, speaker B says something, which is speaker B’s turn.
Table 6.1 Kappa results of the annotation

<table>
<thead>
<tr>
<th>Emotional state</th>
<th>Agent/Customer</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empathy</td>
<td>Agent</td>
<td>0.74</td>
</tr>
<tr>
<td>Anger</td>
<td>Customer</td>
<td>0.75</td>
</tr>
<tr>
<td>Frustration</td>
<td>Customer</td>
<td>0.67</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>Customer</td>
<td>0.69</td>
</tr>
<tr>
<td>Dissatisfaction</td>
<td>Customer</td>
<td>0.71</td>
</tr>
</tbody>
</table>

6.4 Affective Scene

In [17], Danieli et al. defined the affective scene on the basis of the Gross’s modal model of emotion [25, 26]. The concept of affective scene is defined as “an emotional episode where an individual is interacting, in an environment, with a second individual and is affected by an emotion-arousing process that (a) generates a variation in their emotional state, and (b) triggers a behavioral and linguistic response.” The affective scene extends from the event-triggering of the ‘unfolding of emotions’ throughout the closure event when individuals disengage themselves from the communicative context. To describe the affective scenes, we have considered three factors:

- **who** showed the variation of their emotional state when,
- **how** the induced emotion affected the other interlocutor’s emotional appraisal and response, and
- **which** modifications occurred by such a response with respect to the state that triggered the scene.

In Fig. 6.1, we present an example of an emotional sequence, which shows an affective scene. In the example, we see there is a sequence of three events.

1. **who**: customer ‘first’ manifested frustration.
2. **how**: agent appraised customer’s emotion and responded with empathic behaviors.
3. **which**: customer manifested satisfaction at the end of the conversations.

The lack of empathic response from the agents may cause different patterns of emotional response from the customer. It can lead to the manifestation of customer’s anger, dissatisfaction, or frustration.

From the manual annotations of our corpus, we selected a subset containing 566 conversations where we investigated different patterns of affective behaviors. Some of the selected patterns are presented below:

- agents were neutral when customers manifested either anger, frustration or dissatisfaction.
- agents were neutral when customers manifested either anger, frustration or dissatisfaction followed by satisfaction at the end of the conversations.
agents were empathic, and customer manifested either anger, frustration or dissatisfaction.
• agents were empathic, and customer manifested either anger, frustration or dissatisfaction followed by satisfaction at the end of the conversations.
• agents were empathic, and customer manifested satisfaction.

In Fig. 6.2, we depict the distribution of the behavioral patterns between speakers that we mentioned above. In the figure, $A:Emp-C:Neg$ represents agents (A) were empathic (Emp), and customers manifested negative emotions and $C:Neg,Sat$ rep-
Fig. 6.3 The proportion of conversations, in which either agent (AF) or customer (CF) expressed emotion at the start of the conversation, and the manifestation of customer’s emotional state at the end of the conversation. Pos and Neg represent customer manifested either positive or negative emotion.

represents customer manifested negative emotions followed by satisfaction at the end of the conversations. For the sake of this analysis, we grouped anger, frustration, and dissatisfaction into negative. From this analysis, we see that in 22% conversations customers manifested negative emotions whereas agents were neutral. In 27% conversations, even if the agent were empathic, but customers manifested negative emotions. These two scenarios might be an important factor for call center managers. Manual intervention might be necessary for these conversations. Other scenarios are also interesting to look into, for example, the pattern $A:Emp-C:Neg,Sat$ occurred in 7% conversations, where customers’ manifestation of satisfaction followed customers’ negative emotions. It may be agents were empathic, and customer’s emotional arousal reduced over the course of the conversations.

The other patterns that we wanted to investigate are the manifestation of emotions at the start, and at the end of the conversations. It includes who is manifesting emotion at the start of the conversations, i.e., agent first (AF) or customer first (CF), and which types (positive (Pos) or negative (Neg)) of emotions customer were manifesting at the end of the conversations. In Fig. 6.3, we present such an analysis. The critical part is that in 13% (AF-Neg) and 37% (CF-Neg) conversations customer manifested negative emotions at the end of the conversations. We observed that customer manifestations of negative emotion at the start of the conversations might lead to the higher chance of the manifestations of negative emotions at the end of the conversations. In this analysis, we did not consider what is the emotional manifestations of the agents at the end of the conversations. Such analytical results indicate that more insights can be found from affective scenes, which leads to the fact that it is necessary to automatically detect affective scenes.
6.5 Affective Scene Framework

In Fig. 6.4, we present the proposed affective scene framework. Several architectural decisions can be made, however, we found this approach is a good starting point towards the automation of the affective scenes in conversations. The whole architectural pipeline can also be useful to process visual signals too. As shown in Fig. 6.4, at first we separated the conversation channel-wise. This process can be done in two different manners. Either two channels will input independently to the system, or a classification module can be designed to separate the two speakers’ speech channels. After that, an automatic segmenter was used to separate speech and non-speech segments (see Sect. 6.5.1). Then emotion segment classifiers (Sect. 6.5.2) were employed, which automatically assign each speech segment with an emotion label. After that, using the emotion sequence labeler module (see Sect. 6.5.3), we combined the segment classifiers’ output and segment meta information, i.e., start and end time boundary of the segment, to design emotional sequence for the whole conversation.

![Diagram of Affective Scene Framework](https://example.com/diagram.png)
6.5.1 Classification of Speech and Non-speech Segments

To classify speech and non-speech segments within a conversational channel we used an off-the-shelf speech and non-speech segment classifier. It has been designed using forced aligned transcriptions and trained the model using Hidden Markov Models (HMMs). The transcriptions were obtained from 150 conversations, which consists of approximately 100 h of speech. To train the model, Mel Frequency Cepstral Coefficient (MFCC) features were extracted from the conversations with 25 ms per frame and 100 frames per second with a step size of 10 ms. The model was trained using 32 Gaussian mixtures with a beam size 50, and utilized Kaldi [39] speech recognition framework. The F-measure of the segment classifier is 66.42% [1].

6.5.2 Segment Classifiers

We designed separate emotion classifiers to deal with customer and agent channels’ speech segments. For the agent channel, we designed a binary classifier in which the class labels include empathy (Emp), and neutral (Neu). Whereas for the customer channel we grouped anger and frustration into negative, then designed a multiclass classifier in which class labels are negative (Neg), dissatisfaction (Dis), satisfaction (Sat), and neutral (Neu). We investigated each system using acoustic, lexical, and psycholinguistic features, also with their decision-level combination. For the experiment, we separated the conversations into the training, development, and test set and their proportion was 0.70, 0.15, and 0.15, respectively. We separated them at the conversation level while we maintained speaker independence for the agent conversations. Due to the unavailability of the customer information in the corpus, we assumed that each conversation is from an independent speaker.

6.5.2.1 Feature Extraction

Acoustic features

We extracted acoustic features from speech signal using openSMILE [19] and the configurations, which we made publicly available.4 The approach of the feature extraction process is that we first extract low-level features and then project them onto statistical functionals. The success of this approach has been reported in the literature in which studies have been conducted in different paralinguistic tasks [3, 46, 47].

We extracted low-level acoustic features with 100 frames per second. The frame size for voice-quality features was 60 ms with a Gaussian window function and \( \sigma = 0.4 \). For the other low-level features, the frame size was 25 ms with a Hamming

window function. The low-level features include zero crossing rate, MFCC (1–12), root mean square frame energy, fundamental frequency, pitch, harmonics-to-noise ratio, spectral features, voice probability, Mel-spectrum band 1–26, centroid, max, min, and flux.

We apply many statistical functionals, here, we report a few of them. More details can be found in [1]. The set includes range, max, min, the geometric and quadratic mean, linear and quadratic regression coefficients, arithmetic and quadratic mean, quartiles and interquartile range and percentile.

After applying statistical functionals onto low-level features, the resulted total number of acoustic features consists of 6861.

Lexical features
We extracted lexical features from automatic transcriptions, and we used an in-house developed ASR system [13] to get the transcriptions. The word error rate of the ASR system is 31.78% on the test set. To understand how the results differ from training data we also evaluated the system on the training set and obtained an WER of 20.87%. To design the classification model, the textual information needs to be converted into vector form and the widely used approach is bag-of-words or bag-of-ngrams. For this work, we converted the transcriptions of each segment into bag-of-words vectors. The applied logarithmic term frequencies (tf) and inverse document frequencies (idf) method. Since contextual information provides better classification results, therefore, we extracted trigram features. The n-gram approach results in a large dictionary, which increase computational cost and also introduce overfitting. To avoid such drawbacks, we removed the stop-words and filtered out lower frequent words and only kept the 10 K most frequent n-grams.

Psycholinguistic features
We used LIWC [36] to extract the psycholinguistic features from the automatic transcriptions. It is a knowledge-based system containing dictionaries for several languages in which word categories are associated with a set of a lexicon. The system computes frequency or relative frequency for each word category by matching the transcriptions. The word categories are used as features for the machine learning tasks. The word categories include linguistic, psychological, paralinguistic, personal concern and punctuations. Since the transcriptions were Italian, therefore, we used Italian dictionary, which contains 85 word categories. Moreover, the LIWC system extracts 6 general and 12 punctuation categories, which results in 103 features. We removed features that are not found in our dataset. For example, punctuations are not available with transcriptions. Hence, we extracted 89 psycholinguistic features.

6.5.2.2 Feature Selection
To reduce the dimensionality, we applied Relief feature selection algorithm [32]. The motivation of using this technique is that it showed improved classification
performance and at the same time it reduced computational cost. We observed that in previous paralinguistic tasks [2]. Our feature selection process is as follows. We rank the feature set according to Relief feature selection scores. Then, we generate learning curves by incrementally adding batches (e.g. we added 200 features each time) of ranked features. After that, we select the optimal set of features [2]. To obtain a better performance during the feature selection process, we discretize the feature values into 10 equal-frequency bins [50]. The main reason is that the feature selection algorithm does not work well with the continuous-valued features. The approach of equal-frequency binning is that it divides data into \( k \) bins, where each bin contains an equal number of values. For our experiment, we have chosen to use the value of \( k \) as 10. To get an unbiased estimate on the classification results, we experimented feature selection and discretization approaches on the development set.

6.5.2.3 Classification Experiments and Evaluation

Classification method

We designed the classification models using SVM [38] and applied linear kernel for lexical and acoustic features. For the psycholinguistic features, we applied Gaussian kernel of the SVM. We optimized the parameters \( C \) and \( G \) by tuning it on the development set. The range of values that we experiment for \( C \) and \( G \) is \( [10^{-5}, 10^{-4}, \ldots, 10] \). In order to get the results on the test set, we first combined the training and development dataset. After that, we trained the models using the optimized parameters. Since we have three classifier’s decisions, therefore, to get a single decision we applied majority voting.

Undersampling and oversampling

One of the important problems in designing machine learning model is the imbalance class label distribution. For example, the original distribution of the Emp versus Neu segments was 6% and 94% respectively. The original distribution of customer’s channel emotions such as Neg, Dis, Sat, and Neu were 1%, 1%, 2% and 96%, respectively. To deal with such a problem, we undersampled the instances of majority classes at the data level\(^5\) and oversampled the instances of minority classes at the feature level.\(^6\) Our undersampling approach is very intuitive in a sense that we capture the variation of segment length. To do that, we defined a set of bins, which varies segment lengths. After that, we randomly selected \( N \) segments from each bin. The size of \( N \) is experimental and problem specific. For this study, we used the size of \( N \) as 1. However, we found that this is an optimal number, which we obtained by running experiments on the development set. The pseudocode of undersampling approach is presented in Algorithm 1. The boundaries i.e., start and end, of each

\(^5\)By data level, we refer to the data preparation phase, i.e., before feature extraction we select segments of the majority class, which is neutral in this case.

\(^6\)By feature level, we refer to the over-sampling process on feature vector for minority classes.
bin in this study are set based on the experimental observation. It can also be done based on percentiles of segments’ length or applying a supervised approach such as multi-interval discretization by Fayyad and Irani [20]. With such an approach we are providing the variation of segment length as well as reducing the samples and influence of majority class.

Algorithm 1 Undersampling algorithm, C- Conversation containing segments, N-number of segment from each bin of segment duration, l-class label to be undersampled. It returns randomly selected segments. Bin can be designed in several way, such as equal frequency or equal interval.

```
1: procedure Down- sampling(C, N, l)
2: newSegmentList ← List
3: segmentLengthBin ← {0.1 – 4.0, 4.0 – 7.0, 7.0 – 10.0, 10.0 – 15.0, > 15.0}
4: segIndex = 0
5: for all seg ∈ C do
6:  if seg.tag = l then
7:   dur ← duration(seg)
8:   segmentLengthBin[dur] ← seg
9:  else
10:   newSegmentList[segIndex] ← seg
11:   segIndex = segIndex + 1
12: end if
13: end for
14: for all bin ∈ segmentLengthBin do
15:  bin ← shuffle(bin)  ▶ Shuffles the bin elements for randomization
16:  for i = 1 : N do
17:    newSegmentList[segIndex] ← bin[i]
18:    segIndex = segIndex + 1
19:  end for
20: end for
21: nC ← newSegmentList
22: return nC  ▶ Set of segments randomly selected from C’s segments.
23: end procedure
```

For the oversampling, we used SMOTE algorithm [10] and applied it on the training set. After applying the sampling techniques, the distribution for empathy versus neutral segments becomes 30% and 70%, respectively, and the distribution for Neg, Dis, Sat, and Neu becomes 7.5%, 7.5%, 12% and 73%, respectively. Such distributions are still very skewed, however, more balancing does not help in classification performance, which we experimented with the development set. The reason is with too much under-sampling of the majority class we are reducing the variations of the training instances and classifier does not capture much information. On the other hand too much synthetic generation of oversampling, we are generating similar instances and classifier does not gain much information about the minority classes.
Evaluation metric

To measure the performance of the system we used an well-known metric Unweighted Average (UA) recall. It is a widely accepted metric for the paralinguistic tasks [45]. We have extended this measure to take into account the segmentation errors. Similar type of evaluation is typically done by NIST in diarization tasks [9, 35]. UA is the average recall of class labels, which we computed from a weighted confusion matrix, as shown in Eq. 6.1, where the weight for each segment is the corresponding segment length.

\[
C(f) = \{ c_{i,j}(f) = \sum_{s \in S_f} (((y = i) \land (f(s) = j)) \times \text{length}(s)) \}
\]  

(6.1)

where \( C(f) \) is the \( n \times n \) confusion matrix of the classifier \( f \), \( s \) is the segment, \( \text{length}(s) \) is the duration of \( s \), \( y \) is the reference label of \( s \), \( f(s) \) is the automatic label for \( s \). The indices \( i \) and \( j \) are the reference and automatic/classified class labels of the confusion matrix.

6.5.3 Affective Scene Labeling

Using the emotion sequence labeler module as shown in Fig. 6.4, we combined the emotion sequence from both agent and customers’ channels by utilizing the output of the emotion segment classifier and the meta information of segments from the speech versus non-speech segmenter. An example of such a sequence is as follows, \( C: \text{Fru} \rightarrow A: \text{Emp} \rightarrow C: \text{Sat} \) where customer ‘first’ manifested emotion, then agent empathized towards the customer, after that customer’s emotion regulated towards satisfaction, which is a similar representation we presented in Fig. 6.1.

6.6 Results and Discussion

In Table 6.2, we present the performances of the emotion segment classification systems, which we investigated using different types of features such as acoustic, lexical (automatic transcriptions), and psycholinguistic, and also their decision level combination. To compute the baseline, we have randomly selected the class labels based on the prior class distribution. In addition, we also present average results (Avg) to get an understanding of the performance of the whole system.

We obtained the best results with majority voting for both segment classification systems. To understand whether the obtained best results are statistically significant or not we run the significant test. For which we used McNemar’s test. From the results, we observed that the results of majority voting are statistically significant with \( p < 0.05 \) compared to any other classifier’s results. Moreover, compared to the baseline, a relative improvement of the system with agent’s emotions is 42.2%, and
Table 6.2  Segment classification results in terms of weighted average recall using acoustic, lexical, and psycholinguistic features together with decision level fusion. Ac—acoustic features; Lex—lexical features; LIWC—psycholinguistic features; Maj—majority voting. Values inside parenthesis represent feature dimension.

<table>
<thead>
<tr>
<th>Exp</th>
<th>Agent</th>
<th>Customer</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Binary {Emp, Neu}</td>
<td>Multiclass {Neg, Dis, Sat, Neu}</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>49.3</td>
<td>24.4</td>
<td>36.9</td>
</tr>
<tr>
<td>Ac</td>
<td>(2400) 68.1</td>
<td>(4600) 47.4</td>
<td>57.7</td>
</tr>
<tr>
<td>Lex</td>
<td>(8000) 65.6</td>
<td>(5200) 56.5</td>
<td>61.0</td>
</tr>
<tr>
<td>LIWC</td>
<td>(89) 67.3</td>
<td>(89) 51.9</td>
<td>59.6</td>
</tr>
<tr>
<td>Ac+Lex</td>
<td>(2600) 68.3</td>
<td>(5800) 49.2</td>
<td>58.8</td>
</tr>
<tr>
<td>Maj(Ac+Lex+LIWC)</td>
<td>70.1</td>
<td>56.9</td>
<td>63.5</td>
</tr>
</tbody>
</table>

the system with the customer’s emotions is 61.51%. The performance of the system with customer’s emotions is lower compared to the other system, which is due to the complexity of the task in terms of class distributions, and multiclass classification task.

6.6.1  Empathy

From the Table 6.2, we see that for individual feature-based models, the model using acoustic features provides the best performance compared to models using lexical and psycholinguistic features, respectively. The results of the acoustic features are significantly better than random baseline with a $p$ value less than $2.2E-16$. When there are no transcriptions (i.e., either manual or automatic) available then the use of acoustic features is the ideal situation as it provides a useful and low-computation classification model. The performance of the LIWC’s features is better than lexical features. The advantage of this feature set is that its size is very small, i.e., a number of features is 89, which is computationally less expensive. Compared to the baseline results, the performances of all classification systems are higher and statistically significant with a $p$ value less than $2.2E-16$.

In terms of feature and decision level combination, we obtained the best results using majority voting. From the statistical significance test, we observe that the results of the majority voting are statistically significant with a $p$ value equal to 0.0004 compared to any other classification models’ results. We also conducted experiments how linear combination of acoustic and lexical features performs based on the previous findings in other paralinguistic tasks [3]. We observed that it has not improved performance as shown in Table 6.2.

In Figs. 6.5 and 6.6, we present class-wise correlation analysis on acoustic and lexical features, which we performed correlation analysis on top-ranked features. To
rank the features we used a feature selection algorithm discussed in Sect. 6.5.2.2. From the feature selection and correlation analysis, our findings suggest that spectral features contribute most to the classification decision. The top-ranked low-level acoustic feature includes spectral, energy, and mfcc in ranked order and the statistical functionals include minimum segment length, standard deviation, quadratic mean and quadratic regression coefficient.

From the Fig. 6.5, we observe that spectral-flux feature is positively correlated with empathy and is negatively correlated with neutral. In the figure, the “×” symbol represents they are not statistically significant. From the figure, we see that even if spectral-slope features appeared in top 10 features, however, they are not highly correlated with any class label. From our analysis of psycholinguistic features, we observed that character length, dictionary word, pronoun, article, social connotation, words convey present tense are positively correlated with empathy and negatively correlated with neutral.

Our findings from lexical feature analysis suggest some words and phrases are positively correlated with empathy and negatively correlated with neutral such as...
Table 6.3  Selected acoustic features and their description obtained from empathy segment

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>spectral_flux_minPos</td>
<td>Absolute position of the minimum value of the spectral flux feature</td>
</tr>
<tr>
<td>spectral_variance_stddev</td>
<td>The standard deviation of the spectral variance</td>
</tr>
<tr>
<td>spectral_slope_quartile3</td>
<td>The third quartile (75% percentile) of the spectral slope</td>
</tr>
<tr>
<td>spectral_skewness_lpcgain</td>
<td>The linear predictive coding gain of spectral skewness</td>
</tr>
<tr>
<td>fband1K_4K_linregc1</td>
<td>The slope of a linear approximation of the fband 1000–4000 contour</td>
</tr>
<tr>
<td>spectral_flux_peakMean</td>
<td>The arithmetic mean of peak spectral flux</td>
</tr>
<tr>
<td>spectral_flux_qregc1</td>
<td>The quadratic regression coefficient 1 of the spectral flux</td>
</tr>
<tr>
<td>spectral_variance_linregerrQ</td>
<td>The quadratic error of the spectral variance, computed as the difference of the linear approximation and the actual contour</td>
</tr>
<tr>
<td>spectral_variance_qregerrQ</td>
<td>The quadratic error of the spectral variance, computed between contour and quadratic regression line</td>
</tr>
<tr>
<td>spectral_slope_flatness</td>
<td>The contour flatness of spectral slope, which is a ratio of geometric mean and absolute value of arithmetic mean</td>
</tr>
<tr>
<td>spectral_slope_linregc2</td>
<td>The offset of a linear approximation of the contour of spectral_slope</td>
</tr>
</tbody>
</table>

“posso aiutarla/can I help you”, “vediamo un po/let’s see”. An example of a positive correlation with neutral is “cosa posso esserle/what can I do”.

In another study, we have done an experiment with manual segments, which shows that we can reach above 90% UA with a better segmentation approach.

### 6.6.2 Basic and Complex Emotions

The classification task for basic and complex emotions is much more complex than empathy classification task due to the multi-class classification task. From the results, as shown in Table 6.2, we observed that the performance of LIWC features is lower than lexical features. However, it is higher than acoustic features, and the number of features is very low for this set. The decision level combination has not improved the performance for this case, whereas it shows higher improvement for the classification of empathy. For the linear combination of acoustic and lexical features performance is also lower compared to the lexical features. The feature dimension for the lexical feature set is comparatively higher than the acoustic and LIWC feature sets.
Fig. 6.7 Correlation analysis of acoustic features. Cells without asteric “×” are statistically significant. The color in each cell represents the correlation coefficients (r) and its magnitude is represented by the depth of the color. The “×” symbol represents the corresponding r is not significant. Description of the features is presented in Table 6.4.

We observed that the recall of dissatisfaction is comparatively lower than other emotional categories. It also confuses with satisfaction due to the fact the manifestation of both satisfaction and dissatisfaction appear at the end of the conversation. For this reason, there is an overlap of the linguistic content, which also effects the paralinguistic properties of the spoken content. Using acoustic features, we obtained better performance for negative and neutral, whereas using the lexical feature we obtained better performance for negative and satisfaction. In terms of discriminative characteristics, spectral, voice-quality, pitch, energy, and mfcc features are highly important. The statistical functionals include the arithmetic mean of the peak, quadratic regression, the gain of linear predictive coefficients, flatness, quartile, and percentiles.

We have analyzed them in terms of class-wise correlation analysis as presented in Fig. 6.7. The number in each cell in the figure represents the correlation value.

Table 6.4 Selected acoustic features and their description obtained from the segments of basic and complex emotion

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>spectra0_stddev</td>
<td>The standard deviation of the rasta style auditory spectra band 0</td>
</tr>
<tr>
<td>spectra10_percentile</td>
<td>The percentile range of the rasta style auditory spectra band 10</td>
</tr>
<tr>
<td>spectra12_percentile</td>
<td>The percentile range of the rasta style auditory spectra band 12</td>
</tr>
<tr>
<td>mfcc10_range</td>
<td>The range of the derivative of the mfcc 10</td>
</tr>
<tr>
<td>mfcc13_peakRangeAbs</td>
<td>The absolute peak range of the derivative of the mfcc 13</td>
</tr>
<tr>
<td>RMSenergy_iqr12</td>
<td>The inter-quartile range: quartile2-quartile1 of the root-mean square energy 12</td>
</tr>
<tr>
<td>RMSenergy_quartile1</td>
<td>The first quartile (25% percentile) of the root-mean square energy</td>
</tr>
<tr>
<td>spectral_flux_iqr13</td>
<td>The inter-quartile range: quartile3-quartile1 of the spectral flux</td>
</tr>
<tr>
<td>spectral_flux_quartile1</td>
<td>The first quartile (25% percentile) of the spectral flux</td>
</tr>
<tr>
<td>spectral_flux_quartile3</td>
<td>The third quartile (75% percentile) of the spectral flux</td>
</tr>
<tr>
<td>spectral_skewness_up25</td>
<td>The percentage of time the signal is above (25% * range + min) of the spectral skewness</td>
</tr>
<tr>
<td>spectral_skewness_lpc0</td>
<td>The linear predictive coding of spectral skewness</td>
</tr>
</tbody>
</table>
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Fig. 6.8 Correlation analysis of LIWC features. Cells without asterisk “×” are statistically significant. The color in each cell represents the correlation coefficients (r) and its magnitude is represented by the depth of the color. The “×” symbol represents the corresponding r is not significant.

between class-label and a feature. The color in each cell represents the positive and negative association. The “×” symbol represent the association is not significant with $p = 0.05$. Even though the correlation value is very low, close to zero, however, most of them are statistically significant. Spectral and rasta style auditory spectrums features are positively associated with satisfaction. For neutral, spectral features are negatively associated. MFCC and rasta style auditory spectrum features are positively correlated with negative emotion. Satisfaction and dissatisfaction are mostly similar; the only dissimilarity exists in the strength of positive and negative association in some features.

The correlation analysis of LIWC features is presented in Fig. 6.8. The highly discriminative LIWC features include personal pronouns, words associated with emotion and verb. Similar to the acoustic features, satisfaction and dissatisfaction are quite similar in their correlation with LIWC features. However, there exists a disassociation in the strength of the correlation. First three features, such as words containing in the dictionary, pronoun (I), and 1st person verb, are negatively correlated with neutral, and these features are positively correlated with the negative emotion.

The correlation analysis of lexical features shows that negative emotion is highly associated with negative words whereas satisfaction represents mostly positive words such as “grazie mille/thank you so much/”, “benissimo/very well/” and “perfetto/perfect/”. The difference between satisfaction and dissatisfaction is that dissatisfaction represents some negativity, however, there is not much lexical difference. It might be because the annotators mostly focused on the tone of the voice, which distinguished the annotation of satisfaction and dissatisfaction. It is needed to mention that the LIWC and lexical feature analysis has been done based on ASR transcription.

To understand the upper-bound of the classification system, we designed a system by exploiting manual segments with which we obtained UA 70.9% using acoustic features.

Note that, we do not present any figure of the correlation analysis of lexical features as it is very difficult to make a general conclusion from such graphical representation.
6.7 Conclusions

In this chapter, we address the design of an affective scene system to automatically label the sequence of emotional manifestations in a dyadic conversation. Our presented framework shows the complete pipeline from speech segmentation to sequence labeling, which might be useful in analyzing affective and behavioral patterns in different applicative scenarios. The results of the automatic classification system using decision combination on call center conversations are significantly better than random baseline. We investigated different feature sets such as acoustic, lexical, and psycholinguistic features. Moreover, we also investigated feature and decision level combinations for designing emotion segment classifiers. The investigation of the feature sets suggests that lexical and psycholinguistic features can be useful for the automatic classification task. In both emotion segment classification systems, we obtained better results using decision combination. In future, as an extension of this research, one can explore the study of affective scenes in multi-party contexts and social domains.
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