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Abstract
In traditional language modeling word prediction is based

on the local context (e.g. n-gram). In spoken dialog, lan-
guage statistics are affected by the multidimensional structure
of the human-machine interaction. In this paper we investi-
gate the statistical dependencies of users’ responses with re-
spect to the system’s and user’s channel. The system chan-
nel components are the prompts’ text, dialogue history, di-
alogue state. The user channel components are the Auto-
matic Speech Recognition (ASR) transcriptions, the seman-
tic classifier output and the sentence length. We describe
an algorithm for language model rescoring using users’ re-
sponse classification. The user’s response is first mapped
into a multidimensional state and the state specific language
model is applied for ASR rescoring. We present perplex-
ity and ASR results on the How May I Help You ?sm

100K spoken dialogs.

1. Introduction
In statistical language modeling for automatic speech recogni-
tion (ASR) words are effectively predicted by local lexical con-
texts (e.g. n-gram) of the user channel. In spoken dialog system,
the generalization of lexical contexts extends to include lexical
and syntactic features from the machine channel. In a human-
machine interaction the machine asks questions to elicit a spe-
cific response carrying expected information. Within a human-
machine dialog questions range from open ended (e.g. How May
I Help You?) to narrow focus (What is your telephone number?)
prompts. While traditionally language models have been trained
by looking at within channel dependencies (user’s n-gram statis-
tics) in this paper we propose an algorithm to investigate cross
channel dependencies between user’s and machine’s language
channel.

From a language modeling perspective, each state si of the
dialog should have associated a corresponding language model
λi that has the lexical statistics skewed to account for the spe-
cific dialog contexts. While this is the optimal parameter set-
ting, there is a serious data sparseness problem due to data frag-
mentation of spoken dialog corpora. In Fig. 1 we show the
histogram of the prompts for the How May I Help You? cor-
pus [1, 2]. On the x-axis we plot the bins for each system
prompt. The data sparseness problem has been solved in the
past by adapting background language models to context de-
pendent features [3, 4, 5]. In these papers the user channel is
the only source for word prediction in the users’ responses. In
this paper we propose a cross channel clustering algorithm to
exploit both within and across channel language dependencies.
In the next sections we review the background work on language
clustering, the user and system channel features and in section 6
we report on the ASR rescoring experiments on the How May I
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e 1: Histogram of users’ responses in the "How May I
You" spoken dialog system. Each bin (x-axis) corresponds

of the system prompts.

2. The System Channel
are the features, on the system channel side, used in this
and attached to each user’s utterance:

prompt text: this is the word string uttered by the system
before each user’s utterance;

prompt category: prompt category according to the kind
of information requested (conf if the prompt asks for a
confirmation, numerical if the information requested
is a numerical value like a phone number, other in all
the other cases);

dialogue state: a label given by the Dialogue Manager
characterizing the current state of the dialogue;

dialogue history: the string of dialogue state labels given
by the Dialogue Manager during the previous turns of the
same dialogue

3. The User Channel
ser channel features are:

transcriptions: human transcriptions for the training
corpus and ASR transcriptions for the test corpus;

utterance lengths: the utterance lengths are estimated on
the transcriptions (human or automatic) and represented
by a set of discrete symbols l0 for less than 5 words, l1
between 5 and 10 words, l2 between 10 and 15 and l3
for more than 15 words);



• Spoken Language Understanding tags (SLU tags): the
semantic tags used by the SLU module for representing
the meaning of a sentence given by the semantic classifier
or the human labelers.

4. The Multidimensional Clustering
Each turn of the spoken dialogue corpus used for the clustering
process is represented by a multidimensional structure contain-
ing all the features previously presented both on the user and
system channels. The clustering process consists of splitting the
whole training corpus into groups of utterances sharing common
properties on all the dimensions represented.

This process is performed by an unsupervised classification
algorithm based on an optimization criterion that has a direct
influence on the recognition process: the perplexity measure of
the Language Model (LM) on the manually transcribed training
corpus. We decide to use this criterion because even if there is no
evidence that a gain in perplexity will result in a Word Error Rate
(WER) reduction, these two quantities are generally related.

The multidimensional clustering algorithm chosen is based
on a decision-tree approach inspired by the Semantic Classifi-
cation Tree method proposed in [6] and already used for corpus
clustering in [7]. One originality of this kind of decision tree is
the dynamic generation of questions during the growing process
of a tree. This is presented in the next section.

4.1. Question generation

The questions used in the growing process of the decision tree are
related to the features contained in the multidimensional struc-
ture representing each user’s utterance in the training corpus.
There are two kinds of questions:

Firstly there are the simple questions that check if a given
feature can apply to a user’s utterance. Among these features one
can find the prompt category, the dialogue state, the utterance
length and the SLU tags.

Secondly, the complex questions are related to features that
can be split into an ordered list of tokens. It’s not the whole
sequence of tokens that is going to be looked for in a user’s
utterance but a possible match with a regular expression dynam-
ically built, on the whole sequence. The prompt text and the
dialogue history belong to this category.

For example, prompt texts can be split into an ordered list
of words. Because the dialogue corpus we use has been col-
lected over a long period of time with several versions of the
dialogue system, the texts of the different prompts have evolved.
It is therefore interesting to try to match the various prompts be-
tween each other not just on their whole word strings but on some
patterns (or regular expressions) characteristic of the queries ad-
dressed to the user.

The dynamic generation of these patterns is made as follows:

• at the initialization step, the complex questions contained
in the root node are empty regular expressions coded<+>
where the symbol + indicates a gap corresponding to the
occurrence of at least one token;

• during the growing process of the tree, all regular ex-
pressions contained in a given node are augmented by
replacing each symbol + by a token w| in four different
contexts: w, +w, +w+, w+ (for example, if the regular
expression contains l gap and if the corresponding fea-
ture has a vocabulary of n tokens, n*l*4 expressions
are going to be generated);

•
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each regular expression generated at a given node in the
tree corresponds to one question that can be applied to the
corpus attached to the node and if one of these questions
is selected as the best one according to the optimization
criterion, then the regular expression attached to the node
is replaced by this new one.

or example, if the regular expression of the feature prompt
t a given node is: <Please +> and if the question chosen
give +> on the right gap of the expression, the new ex-

ion attached to the node will be: <Please + give +>
will match all the prompts that start with the word
se and have the word give in the rest of the sentence.

Tree growing algorithm

ree growing algorithm consists of a top-down process that
recursively a root node containing the whole training cor-
to two nodes and two clusters according to the answer to a

ion chosen for maximizing the optimization criterion: the
exity measure.
t the beginning a development corpus is extracted from the
training corpus. This corpus contains about 20% of the

al one. Then these two corpora are attached to the root
of the tree and a bigram Language Model is trained on the
ng corpus.
uring the growing process, each simple or complex ques-
applied to the training and development corpora attached

ode i splits both of them into two sub-corpora:

Train(i, q, yes) and Devt(i, q, yes) which contain all
the utterances satisfying question q;

Train(i, q, no) and Devt(i, q, no) containing the utter-
ances which don’t match question q.

wo new LM bigrams are then trained on Train(i, q, yes)
rain(i, q, no): LM(i, q, yes) and LM(i, q, no).
et’s note LM(i) the LM trained on the training corpus
ed to the node i, and PP (LM, Devt) the perplexity mea-

of the language model LM on the development corpus
. The best question Q(i) is then chosen according to equa-
.

(i) = max
q

(Gain(i, q, yes) + Gain(i, q, no)) (1)

ain(i, q, a) = PP (LM(i), Devt(i, q, a)) −
PP (LM(i, q, a), Devt(i, q, a))

nce the question that maximizes the gain in perplexity be-
the LM trained on the whole corpus and those trained on
b-corpora is chosen, this question is attached to the node

he process is recursively applied to the two nodes corre-
ing to the two sub-corpora obtained. This process stops
no gain in perplexity can be achieved by specializing more

s or when the size of the sub-corpora is too small for train-
new LM (according to a given threshold).
igure 2 shows an example of such a tree. In this exam-
e only questions allowed were about the sentence lengths
channel) and the text prompts (system channel). The top
ion chosen is <+starting+> which matches all the ut-
es of the training corpus uttered after a prompt containing

ordstarting. All the matching prompts request a phone
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Figure 2: Example of clustering tree on the prompt texts and the
sentence lengths

number starting with the area code, like: Please give me your
phone number starting with the area code, or I need the dialed
number starting with the area code. It’s interesting to notice that
this method groups together prompts corresponding to the same
kind of request, regardless of the way the prompts are expressed,
and in an automatic way. Moreover, if a new prompt is added to
the system, it can be directly handled by the tree.

5. The Rescoring Paradigm
Once the clustering-tree is grown on the training corpus, each
leaf (represented in figure 2 by a box) contains two corpora: a
training and a development one. A new bigram LM is trained
on both of them and attached to the leaf. Each LM corresponds
to a specific dialogue context described by the list of questions
(on the user channel and system channel features) found in the
path from the root to the leaf.

The rescoring process of an utterance, illustrated by figure
3 consists of the following steps:

• the system channel information (prompt text, prompt
type, dialogue state and dialogue history) is first attached
to the utterance;

• the utterance is decoded by means of a general trigram
LM in order to output a word graph as well as the 1-best
word string;

• the sentence length is calculated on the 1-best string and
the SLU tags are estimated from the word graph as pre-
sented in [8];

• starting at the root level, the clustering-tree is traversed
by answering to all the questions contained in the nodes
of the tree on a path from the root node to a leaf; for
example the leaf of figure 2 which is marked with an *
can be reached by the following dialogue context: all the
utterances that have been uttered after a system prompt
which don’t contain the word starting but which starts
with the words Was that and which have more than 5
words;

• finally, the LM attached to the leaf reached after traversing
the tree is applied to the word graph and a new 1-best
string is output.
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Figure 3: Rescoring process

6. Experiments
raining corpus used to grow the clustering-tree comprises
102k utterances from live customer traffic of the HMIHY
ation. The test corpus was made of 7k utterances.
the first experiment, the user channel does not contain

LU tags. The system channel contains all the information
nted in section 2. By keeping only the leaves in the tree

corpus containing at least 14k words (representing about
f the words of the global training corpus) we obtained the
ters represented in table 1.

Clusters description

ize of each cluster is calculated according to the number
rds of all the utterances belonging to it. This number is
ssed as a percentage of the total number of words of the
ng corpus (column % words of table 1). One can notice
he clusters size is not homogeneous. Indeed more than
of the words of the training corpus are in the same cluster.
result is not surprising according to figure 1. Indeed the
ended prompts like How may I help you ? represent a very
chunk of all the possible prompts and moreover most of
swers to these prompts are quite long with more than 15

s. It is therefore very difficult to split a chunk where all the
nces share the same characteristics.
is interesting to see which information is considered rele-
y the tree for splitting the training corpus. These 6 clusters
in the following utterances:

C1: answers to a prompt asking for a phone number and
containing between 10 and 15 words;

C2: answers to the confirmation prompt Are you calling
from your home phone ? containing between 5 and 10
words;

C3: answers to the same confirmation prompt containing
less than 5 words;

C4: answers to other prompts and containing between 5
and 10 words;

C5: answers to other prompts and containing between 10
and 15 words;

C6: answers to other prompts and containing more than
15 words;



As we can see, 3 kinds of interactions are distinguished:
request for a phone number, request for confirmation and other.
These interactions correspond to the different types of system
prompts defined in section 2.

However, it is interesting to notice that firstly it’s always
a specific prompt and not the global tag numeric, conf or other
which is chosen by the tree, and secondly that an utterance length
is systematically attached to each prompt. This means that these
prompts (which are very frequent) have their own behaviors in-
dependently from the other prompts part of the same prompt
category.

It means also that utterance lengths are very strong and re-
liable indicators for characterizing an answer to a given prompt.
It is very likely that cluster 1 contains phone numbers, clus-
ter 2 contains confirmation answers with explanation (mostly
negative), and cluster 3 contains confirmation answers without
explanation (mostly positive). It is also surprising to notice that
no dialogue state label or dialogue history label was chosen by
the tree in the clustering process. One possible explanation is
the limited length of the dialogues in the HMIHY corpus (4
turns on average). Therefore the dialogue context and history
are negligible compared to the system prompt alone.

6.2. ASR results

Perplexity % WER %
C % words 1-pass 2-pass 1-pass 2-pass
1 1.8 18.6 13.9 11.3 11.1
2 1.3 5.0 3.2 14.5 12.5
3 1.2 3.2 1.5 4.4 2.5
4 4.7 11 7.4 19.2 18
5 13.8 11.3 9.5 19.7 18.8
6 73.9 38.4 27.4 30.8 29.8

Table 1: Automatic clustering on both system and user channel
without the SLU tags

The results presented in table 1 show significant perplexity
improvement for all the clusters between the first and the second
pass. Even if the decrease in WER is not as significant, we obtain
a gain for all of them.

The second experiment consists of adding to the user channel
the SLU tags. We decided, as a first step, to use manual tags in
order to check the potential of this feature independently from
the classification errors made by the SLU module.

The idea here is to check if knowing in advance what the
user is going to say (at a semantic level) can help the clustering
process. The results presented in Table 2 confirm this hypothesis:
a decrease in perplexity and WER is observed for the 8 clusters
obtained with this method. However, adding SLU tags didn’t
help to further split the main cluster containing all the remaining
sentences (cluster #8).

Therefore, the global decrease of WER in table 2 is equal to
the one obtained in table 1 without the SLU tags. Considering
that the gain obtained by means of the SLU tags is not big enough
to overcome the inevitable SLU misclassification that will oc-
cur by using an automatic tagging process, we don’t consider
keeping these tags in the features used in the clustering process.

7. Conclusions
In this paper we have addressed the problem of language mod-
eling in the context of human-machine spoken dialog. We have
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Perplexity % WER %
C % words 1-pass 2-pass 1-pass 2-pass
1 1.4 34.9 32.0 29.7 29.6
2 2.0 18.8 14.1 11.2 10.3
3 1.7 10.5 8.0 18.0 17.2
4 1.1 4.0 2.4 10.4 8.2
5 1.2 3.0 1.3 3.5 2.1
6 2.0 5.4 4.4 11.6 11.9
7 8.2 15.1 12.0 24.0 22.4
8 72.7 38.3 27.3 30.8 29.8

2: Automatic clustering on all the features with manual
tags

tigated the statistical dependencies of users’ responses with
ct to the system and user language channel. The system
el features include the prompts’ text, dialogue history, di-
e state. The user channel components are the Automatic
h Recognition (ASR) transcriptions, the semantic classi-

utput and the sentence length. In order to exploit the joint
el language model, a two-step rescoring algorithm per-
user response classification (first pass) and ASR decoding

fined language model (second pass). We have shown the
exity and ASR results on the How May I Help You ?sm

spoken dialogs.
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