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Abstract—Ultra-wideband (UWB) radios are popular for ac-
curate distance estimation between devices. However, UWB
also offers low-power, fast, reliable wireless communication.
We exploit it here in a real-time musical haptics system for
live performances: a wearable, wirelessly activated via UWB
by the performer’s instrument, augments the audience musical
experience with a tactile sensory layer. Two challenges are crucial
to the experience quality: i) communication must be reliable, to
prevent corruption of tactile signals, and ii) these must reach the
audience synchronously with the instrument sounds. We perform
micro-benchmarks of UWB links alone in a controlled setup,
showing that the haptic signal can be delivered reliably over UWB
before the instrument sound, thus enabling proper compensation
delays to perfectly realign sound and tactile vibration. We confirm
this holds on the end-to-end system including haptic components
by characterizing four proof-of-concept prototypes combining
different UWB-enabled instruments and wearables. Finally, we
reconcile these objective measures with subjective ones via a user
study focusing on perception, yielding very positive outcomes.
Together, these results confirm the potential of UWB-based
musical haptics for enhancing the audience experience at live
performances in ways hitherto unexplored.

Index Terms—Musical haptics, tactile music augmentation,
ultra-wideband, Internet of Musical Things.

I. INTRODUCTION

Musical Haptics is a young field of research that investigates
touch and proprioception in musical contexts [1], [2]. Several
disciplines have contributed to this field, including haptic
engineering, human-computer interaction, applied psychology,
musical acoustics, aesthetics, and music performance [3].
Recently, a new area of research in the music technology
domain has started to impact the musical haptics field, the
Internet of Musical Things (IoMusT) [4].

The IoMusT relates to the extension of the Internet of
Things paradigm to the musical domain, leveraging tech-
nologies such as networking, embedded audio systems, and
artificial intelligence. The IoMusT vision has paved the way
for novel forms of interactions between performers and audi-
ence members, mediated by the network and musical devices.
Among these interactions, is the case where performers play
on stage for a co-located audience, equipped with haptic
devices connected via wired or wireless links to the musical
instruments used by performers. These devices are intended
to enhance the musical listening experience by adding a layer
of vibrotactile sensations to the sound people hear [5]–[7].
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Fig. 1. A schematic diagram of the audio and haptic signal flows involved
in an IoMusT-based musical haptics application.

Today, several wireless technologies are available to deve-
lopers to create IoMusT musical haptics systems, including
popular ones like Bluetooth, WiFi, and 5G. For instance,
the recent Bluetooth-based Auracast system enables broadcast
audio with a latency of only 20 ms [8]. Much less explored
is the use of ultra-wideband (UWB) radios (§II), which offer
short-range, fast, and reliable communication along with the
capability to accurately estimate distance motivating their
typical use in localization systems [9], [10]. However, to date
UWB communications in musical contexts, let apart involving
haptics, have been largely neglected by researchers.

To fill this gap, we focus on the Spark Microsys-
tems SR1020 [11] UWB transceiver that, unlike popular ones
like the Qorvo DW1000 [12], explicitly targets low-latency,
high-rate, audio streaming. Nevertheless, our goal is not to
compare UWB vs. the wireless technologies above from a pure
communication perspective. Our experiments (§IV) actually
show that UWB achieves a latency of one order of magnitude
smaller than the 20 ms reported for Auracast; yet, this should
be confirmed by a comparative study in the same experimental
conditions, which is entirely out of the scope of this paper.

Our goal, instead, is to investigate whether UWB is suitable
for musical haptics scenarios involving an audience co-located
with performers delivering both audio and tactile signals in
real-time, therefore considering the entire end-to-end chain
from the generation of sound down to the delivery of the haptic
signal. Fig. 1 illustrates the high-level view of our proposed
system, which we implemented and evaluated under several
dimension, including and beyond UWB communication.

The key challenge of this scenario, however, is that the
two sensory contents, audio and haptics, are synchronously
delivered to the ears and body of the audience member,
respectively. No perceivable delays or anticipations should
occur, disrupting the musical experience.

Addressing this challenge is non-trivial. The latency of
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sound between performer and listener depends solely on
distance and the speed of sound in air, ≈343 m/s in normal
conditions, and cannot be modified. On the other hand, the
overall latency induced by the haptic system depends on its
various components encompassing the generation of the haptic
signal, its transmission over the UWB link, and its use in
haptic devices at the listener.

Ascertaining whether the haptic latency is lower than the
sound one, and can therefore be time-compensated at the
receiver, entails an understanding of the contribution of each
of the components above. A similar reasoning holds for
reliability, where nonetheless the dominant factor is UWB
communication; packet loss may degrade the haptic signal
preventing its correct reconstruction.

We define a model (§III) accounting for all these aspects and
providing the reference framework for the rest of the paper,
where we determine the practical feasibility of the envisioned
system via real-world experiments. We begin by characteriz-
ing the latency and reliability of the UWB communication
link (§IV) offered by the SR1020 [11] transceiver, which
targets audio streaming applications, and also enables direct
connection between audio input/output and hardware boards,
greatly simplifying the development task. However, this radio
is significantly less popular than other UWB ones and, to the
best of our knowledge, its use is unreported in the literature.
Therefore, our evaluation of its communication support for
audio stream, via state-of-the-art equipment and in different
communication conditions, is a contribution per se.

However, the UWB link is only one of the components
contributing to the haptic latency. We evaluate the others
by relying on accurate measurements of proof-of-concept
prototypes (§V) composed by two types of smart musical
instruments [13] wirelessly connected via UWB to two types
of musical haptic wearable. The resulting four combinations,
along with the different conditions above, enable us to char-
acterize precisely the overall haptic latency, and pinpoint
precisely the combination of components and communication
conditions that may be problematic.

Nevertheless, the measurement above are all system-level
and objective; they allow us to identify the worst-case latency
and reliability, but do not inform us about whether their
corresponding values bear an actual impact on the inherently
subjective dimension of user perception. To this end, we
perform a user study (§VI) in which we administer, in a
repeatable fashion, audio-haptic stimuli akin to the ones in
the previous experiments, and ask the subjects to rate their
experience along several perception dimensions.

The outcomes of this multi-faceted study are positive and
confirm the practical viability of our proposed system, as sum-
marized in the discussion (§VII) that precedes our concluding
remarks and outlook on research opportunities (§VIII).

To the best of our knowledge, this study represents the
first attempt to exploit the potential of UWB communications
to timely and reliably deliver haptic content in a live music
setting. Conducting this line of inquiry is important to provide
composers of tactile music and designers of musical haptic
systems with knowledge about the strengths and limitations
of the hitherto unexplored alternative offered by UWB.

II. BACKGROUND AND RELATED WORK

We concisely report on the necessary background and state
of the art related to the contribution of this paper.
Ultra-wideband radios. UWB has become a common choice
in applications targeting accurate proximity detection and
localization [9], [10], as witnessed by its recent integration
in smartphones as well as other personal and IoT devices.

The defining characteristic of UWB is its large bandwidth,
either >500Hz or greater than 20% of the center frequency.
Modern transceivers are referred to as impulse radios, as
they transmit information through very narrow pulses (<2 ns).
UWB receivers exploit pulses to obtain precise timing infor-
mation; reception timestamps can be used to estimate the time
of flight (ToF) between devices, enabling distance estimation
(ranging) and localization with decimeter-level error. This
capability, unmatched by other radios [10], is exploited by
several IoT applications involving wearable devices, e.g., mu-
seum tracking [14], contact tracing [15], motion analysis [16],
or gesture recognition [17].

Nevertheless, UWB offers valuable features also for commu-
nication, significantly less explored in the literature. The large
bandwidth translates to a high channel capacity and a higher
data rate w.r.t. other low-power radios, up to 31 Mbps [18].
Moreover, as UWB systems operate in the unlicensed bands
between 3.1GHz and 10.6GHz, they do not interfere with the
crowded 2.4GHz spectrum. These unique features are crucial
to our target scenario; however, to the best of our knowledge,
the use of UWB to support musical haptics applications has
never been investigated before.
Systems for musical haptics. In the past two decades, re-
searchers focused on ways of augmenting the experience of
listeners in the audience of a live performance by means of
vibrotactile stimulation. Several systems have been proposed,
broadly divided according to whether their vibrotactile actuator
is controlled from audio signal or not [19]. Actuators in the
first category (e.g., voice coils or solenoids) are typically
capable of reproducing a wide range of frequencies spanning
the tactile perception. Examples of their use in musical haptics
are reported in [20], [21]. Actuators in the second category are
instead controlled by direct current (DC), pulse width mod-
ulation signals, or other techniques (e.g., Eccentric Rotating
Mass), via discrete signals or continuous signals at low rates,
typically via a microcontroller. These actuators usually work
at a single frequency in the range of 200–300 Hz, i.e., the
frequency range at which human sensitivity to vibrations is
highest. Examples can be found in [6], [22].

Existing musical haptics systems can be categorized based
on their use. In offline systems, the enhanced listening expe-
rience might occur during listening to recordings [20], [22]–
[25]. Instead, in real-time systems the vibrotactile stimuli are
delivered at the very moment when the music is produced
during a live performance [6], [26], [27].

Finally, connectivity also plays a key role. In standalone
systems, a single device is capable of delivering audio and
haptic signals at the same time [20], [22], [23]. Otherwise,
the delivery of audio and haptic content is accomplished via a
wired [25]–[27] or wireless [6] connection between the gen-
erating device and both the haptic actuators and loudspeakers.
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Interestingly, in the latter case existing systems deliver
haptic content only in terms of control messages for actuators
rather than the actual haptic signal. In contrast, and based on
the classification above, our work explores for the first time
the real-time, wireless delivery of haptic content in the form
of an audio stream for controlling voice-coil actuators.
Audio-tactile synchronization. The coupled perception of
sound and vibration is a well-known phenomenon occurring
during live music performances. Merchel et al. [28] investigate
the influence of audio-induced vibrations on the perceived
quality of a concert experience. The results show how vibra-
tions play a significant role in music perception. A natural and
realistic multisensory experience of the world results from the
integration of inputs from all sensory systems into a single,
unified perception. Experiencing live concerts is no exception.
To achieve this binding among senses, it is essential to ensure
the temporal coherence among the different sensory inputs.

Nevertheless, the synchrony between the auditory and tactile
modalities is still an open research topic, with only few studies
involving musical stimuli. Moreover, findings are not always
in agreement. For instance, concerning non-musical sounds,
some studies report that the synchrony between auditory and
tactile stimuli when considering vibrations transmitted to the
hand [29] falls in the range between −12 ms and 25 ms, the
minus sign indicating the anticipation of the vibration w.r.t. the
sounds. However, others report a different range approximately
between −25 ms and 50 ms [30]. Similarly, when considering
whole body vibrations reported ranges are [−47, 63] ms or
[−58, 79] ms [31]. These differences are considered to depend
on the type of stimulus and on the involved body area [28].
Regarding musical sounds, the point of subjective simultaneity
has been reported to vary considerably—from a few millisec-
onds to more than one hundred—according to the involved
musical instrument, which may lead to sounds with radically
different attack or decay times [32]–[34].

From the few results available in the literature, we can
draw the general conclusion that the kind of signal utilized
has an impact on the detection of auditory-tactile asynchrony,
with impulsive stimuli being more prone to perceived delays
among modalities. On the other hand, Navarra et al. [35] have
proven the existence of perceptual adaptation mechanisms able
to widen the temporal window for auditory-tactile integration
after prolonged exposure to asynchronous stimuli—as in the
case of the live performance setting we target.
Haptic quality. The studies that have investigated the quality
of haptic stimulation and its impact on the user experience
mostly focused on the use of haptic stimuli with different
frequency ranges (e.g., [36]). Only a handful of studies have
assessed the impact on task performance of haptic signal
deterioration due to packet losses (e.g., [37]), reporting that
haptic discontinuity becomes noticeable for the hands at signal
interruptions of about 60 ms. However, to the best of our
knowledge no study has been conducted on haptic quality
perception of signal deterioration in musical haptic settings.

III. MODELING LATENCY AND RELIABILITY

We begin our study by identifying the latency and reliability
contributions of the components of the end-to-end UWB-based

musical haptics system that takes a musical signal as an input
at the performer and delivers a haptic signal in output on a
wearable device at the audience.

The input may be created by a single acoustic, electric,
or digital musical instrument, or by a device that mixes
the contribution of multiple instruments. As for the haptic
signal generated as output, we consider actuators controlled
by audio signals (e.g., voice coils or solenoids). Furthermore,
in our system characterization we assume that a single haptic
signal is transmitted. These assumptions parallel the prototypes
developed for this study (§V), but similar considerations
can be easily made for haptic systems that transmit over
multiple channels, or use actuators controllable by DC or pulse
width modulation in conjunction with a microcontroller (e.g.,
eccentric rotating mass devices).
Latency. We model the overall haptic latency path (Fig. 2)
from a musician (sender) to an audience member (receiver) as

Λh = λinstr + λUWB + λdev (1)

The first component, λinstr , is the delay incurred at the
musical instrument for the generation of the haptic signal, and
can be further decomposed as

λinstr = λADC + λoutbuf + λtrans (2)

accounting for the delays:
• λADC , due to the acquisition of the signal to be sent via

an analog to digital converter (ADC) present in a Digital
Signal Processing (DSP) unit embedded into, or external
to, the musical instrument;

• λoutbuf , due to the acquisition of the digital signal in the
audio buffer of the DSP unit;

• λtrans , due to the algorithms that create the haptic signal
based on the audio signal in input.

The second component,

λUWB = λpack + λlink + λunpack (3)

is the overall communication delay necessary to the signal
transmission and reception, composed by the delays

• λpack , due to the acquisition and packetization of the
digital signal at the UWB transmitter;

• λlink , the propagation time across the UWB wireless link;
• λunpack , due to the depacketization of the received signal

via the UWB receiver.
Finally, the last delay component

λdev = λinbuf + λproc + λDAC + λact (4)

occurs at the haptic device for the processing and actuation
necessary to its enactment, inducing the delays

• λinbuf , due to the acquisition of the depacketized digital
haptic signal into the buffer of the DSP unit of the device;

• λproc , due to the algorithms that process the incoming
haptic signal, e.g., to route it to the actuators of an haptic
devices using different amplitudes;

• λDAC , due to the delivery of the received signal to the
actuators via a digital to analog (DAC) converter;

• λact , due to the mechanical activation of the actuator.
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Fig. 2. Schematic representation of the components contributing to the overall latency in a UWB-based musical haptics system.

Reliability. In principle, the factors contributing to the relia-
bility R parallel those identified for latency:

R = ρinstr · ρUWB · ρdev (5)

However, in practice, the components on the instrument and
haptic device (ADC, DSP, actuator) can be considered per-
fectly reliable w.r.t. the possibility of packet loss. Therefore,
the latter is the only contributor to reliability, R = ρUWB , and
can be defined in terms of the packet reception rate (PRR),
i.e., the ratio of the number packets received over the total
number of packets sent across the link.
Requirements. Based on the modeling above, we can formal-
ize the requirements of our UWB-based musical haptic system.

From a latency standpoint, the goal is to keep the difference
in absolute value between the latency Λa of the audio signal
through air and the overall haptic latency Λh below a given
perceptual threshold τΛ:

|Λa − Λh| < τΛ (6)

Another related desirable property, greatly simplifying de-
sign and implementation, is for the variation (jitter) of latency
Λh to be very low, i.e., yielding a nearly constant latency.

As for reliability, the goal is to guarantee perfect commu-
nication of the haptic signal with zero packet losses, yielding
R=1. Nevertheless, this is not generally possible. Moreover,
what matters from a user perception perspective is not the
packet loss per se, rather the impact it bears on a proper
reconstruction of the haptic signal. Therefore, the goal is
to keep the difference between the original haptic signal
Hinstr generated at the instrument and the haptic signal Hdev

experienced by the audience member via the haptic device
below a given perceptual threshold τR:

Hinstr −Hdev < τR (7)

Unfortunately, defining τΛ and τR is a challenge per se.
We have already discussed (§II) how an agreed-upon value
for τΛ is still missing from the literature, although clearly
the lower the better. Similar considerations hold for τR [38]
that, in our context, may be also affected by crossmodal
perceptual mechanisms due to the simultaneous presence of
the concurrent audio stream.

Given this state of affairs, we resort to an experimental
approach. We first characterize the latency and reliability of the
raw UWB communication link when used to transmit audio
signals (§IV). Next, we characterize the remaining components
of latency based on real-world measurements from full-fledged
prototypes for musical haptics (§V). Finally, we ascertain the

Fig. 3. Transmitter (left) and receiver (middle) apparati; NLOS setup (right).

impact on perception of latency and reliability by means of a
user study (§VI), effectively providing an empirical answer to
the above formal requirements.

IV. CHARACTERIZING THE UWB LINK

We now analyze the UWB communication link used to
transmit the audio signal triggering the haptic response at the
receiver. We first illustrate the experimental setup (§IV-A) and
the procedure we used for measurement (§IV-B), significantly
complicated by the need to accurately ascertain both sound
and communication characteristics in an integrated fashion. We
then present separately the results we gathered when consid-
ering unicast (§IV-C) and broadcast (§IV-D) communication.

A. Experimental setup

The measurements were conducted in an acoustically insu-
lated laboratory at our premises.
Device and people placement. The source and receiver of the
haptic signal are positioned at a height of 1.5 m. Three setups
are investigated, mimicking different real-life situations. In the
first one (LOS5) the source and receiver are in line-of-sight
(LOS) at a distance of 5 m, mimicking e.g., receivers placed in
the first row of seats at during a concert. The second (LOS10)
is a variation with a longer distance of 10 m. Finally, a third
condition (NLOS) investigates, in the same setup as LOS10,
the impact of 4 people placed between source and receiver,
the first being placed at 5 m. This setup yields non-line-of-
sight conditions common, e.g., when receivers are seated one
or more rows behind the first. The subjects were asked to stand
still and silent during the measurement process (Fig. 3).
UWB transceiver. Source and receiver host evaluation
boards equipped with the Spark Microsystems SR1020 UWB
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transceiver [11]. This radio supports the 6–9.25GHz fre-
quency band and dynamically shapes the output spectrum
to obtain a −41.3 dBm/MHz output power, ensuring com-
pliance with most regulatory bodies worldwide. The receiver
is non-coherent, which reduces system complexity and yields
order-of-magnitude improvement in terms of per-bit energy
consumption over Bluetooth Low Energy (BLE), commonly
used in smart wearables. The communication range in the
configuration we used is up to 50 m, based on the manufacturer
information and confirmed by our experiments.
Firmware for audio streaming via UWB. Interestingly,
unlike other UWB transceivers, the SR1020 privileges low-
latency, high-rate streaming applications rather than accurate
ranging. As a consequence, as part of the developer software
development kit (SDK) the manufacturer provides a wireless
and audio core, which we used to develop the firmware hosted
on our boards. The SDK greatly simplifies development, in
that it takes as input directly an audio stream and handles au-
tomatically its delivery to the receiver over the UWB channel,
without no additional intervention required by the programmer.
Specifically, the SDK includes a neighbor discovery protocol
to establish a connection between transmitter and receiver, and
a TDMA schedule that accommodates repeating epochs, each
further divided in timeslots (200 µs in our application) where
the actual packet transmission of audio data occurs.

Each packet contains an 80 B audio payload; 78 B are
dedicated to encapsulating the audio data, while the remaining
2 B are allocated for the packet. The SR1020 supports on-
off keying (OOK) and pulse-position modulation (PPM); we
used PPM as it provides a higher data rate. However, little
information on the final data rate is provided by the manufac-
turer, therefore we estimated it with dedicated experiments.
We observed values in the range 8.38–9.58 Mbps with the
above timeslot duration and the 80 B packet size, automatically
augmented by the transceiver with a few bits necessary to
forward error correction (FEC), increasing reliability.
Audio devices. A loudspeaker (8030 CP by Genelec) is placed
on a stand and aligned both horizontally and vertically with the
UWB transmitter; a condenser microphone (C414 by AKG)
is similarly aligned with the UWB receiver. Audio cables
connect the inputs of both UWB transmitter and loudspeaker
with the outputs of a sound card (UMC202HD by Behringer).
Similarly, other audio cables connect the output of both UWB
receiver and microphone with the inputs of the soundcard.

B. Measurement procedure

Latency. A laptop connected to the soundcard measures
latency via a Pure Data (Pd) [39] application we developed
to create the audio and haptic signals to be transmitted and
record the corresponding received signals. For the audio signal
to be transmitted via the loudspeaker, we created a .wav file
lasting 10 minutes and containing a short sound with a sharp
attack (i.e., the kick of a drum) repeated every 2 s. Across
two repetitions, this led to a total of 600 sounds used as
measurement points for latency. As for the haptic signal to be
delivered by the UWB transmitter, we applied a bandpass filter
to the audio signal to adapt it to the vibrotactile perception

range and the range supported by the actuators involved in
our prototypes (§V), i.e., [30, 1.000] Hz. Pd was configured
to work with a sampling rate of 48 kHz and recorded three
tracks: i) the audio signal generated, ii) the signal from the
microphone, and iii) the signal from the UWB receiver.

This setup is able to measure the latency λUWB of the
communication link plus the delay introduced by the bandpass
filter, λtrans ; this is however negligible (≪ 1 ms) w.r.t. λUWB

and ignored hereafter. The main goal of latency measurements
in this section is to compute the difference, measured at
the receiver in the three conditions outlined earlier (§IV-A),
between the latency Λa of the sound generated at the source
and the latency of the haptic signal experienced at the receiver
before being input to the haptic device that, once we ignore
the contribution of λtrans , coincides with the latency λUWB to
traverse the UWB link (Fig. 2). In practice, our setup measures
the quantity Λa−λUWB which directly informs us whether the
latency induced by UWB is compatible with our envisioned
system, i.e., whether this difference is positive and therefore
the sound arrives after the tactile signal.

Finally, to measure the audio and the haptic signals, we
created in Python an onset detector based on a simple
thresholding scheme and computed the difference between the
corresponding onsets in the three recorded tracks.
Reliability. Other two laptops, connected to the UWB trans-
mitter and receiver instrumented with our firmware, measure
reliability in terms of the common communication-level PRR
metric (§III). Nevertheless, this metric is significantly trickier
to ascertain in our context: paradoxically, the reason lies in
the unique capability of the SR1020 boards to directly take
raw audio input and send it to a receiver over the UWB
link. This is a tremendous asset when developing applications;
however, the SDK provided by the manufacturer treats this
functionality as a black box. As a consequence, although
a log of the packets received can be obtained, there is no
access to the information necessary to compute the PRR. We
cannot access the packet sequence number, which would allow
us to determine directly packet losses by identifying gaps
in the sequence. Similarly, we cannot access the timestamps
associated to packet transmissions and receptions; a tight, per-
packet synchronization is impossible to achieve, which is key
to align these operations at sender and receiver and identify
failed transmissions.

We estimate the raw link reliability of the UWB link as
follows. First, we observe that the SR1020 receiver, when
configured in unicast mode, automatically acknowledges each
received packet. Unicast communication, in which a source
transmits the signal to a single receiver, is not our target
application case; we want to support multiple receivers at
once, which is naturally and efficiently supported via broadcast
communication and would not scale with unicast. However,
the presence of acknowledgments enables measurements that
are precluded in broadcast. Specifically, we exploit the au-
tomatic acknowledgments in unicast as a means for coarse
synchronization between the sender and receiver logs in the
case of a successful reception. We cannot, however, exploit
acknowledgments directly as a measure of reliability for the
audio data, which are carried by a different type of packet.
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TABLE I
UNICAST COMMUNICATION: LATENCY AND RELIABILITY.

Condition
ρUWB Λa − λUWB Λa λUWB

PRR (%) (ms) (ms) (ms)

LOS5 92.69 4.34 ± 0.024 14.57 10.23
LOS10 99.81 18.85 ± 0.073 29.15 10.30
NLOS 99.89 18.84 ± 0.066 29.15 10.31

To mitigate this aspect, we consider only the packet traces
following the first reporting of an acknowledgment by the
sender, effectively marking the beginning of the experiment.
Traces are further split in 1-second windows; in each 20-
minute experiment, 1200 windows are therefore logged, each
containing a few thousands of packet transmissions, in their
200 µs slot, plus the necessary printing operations. Inside
each window, the sender (receiver) keeps track of the packets
sent (received) until the 1 s interval expires and the process
restarts for a new window. The final PRR is then simply the
aggregation of the one recorded in each window. Crucially,
although the SR1020 uses the acknowledgment to retransmit
a missed packet, we are entirely oblivious to whether a packet
is a retransmission or not; the PRR is is simply computed over
all the packets transmitted. For the same reason, we cannot
measure the actual unicast packet delivery rate (PDR) at the
application, which is nonetheless irrelevant when estimating
the reliability of broadcast communication—our ultimate goal.

Indeed, the SR1020 provides no automatic acknowledgment
in broadcast, as this would require knowing in advance all
potential recipients. This means that we cannot use the tech-
nique above; given the limitations of the SDK, it is therefore
essentially impossible to accurately determine the PRR. On the
other hand, the unicast PRR serves as a good proxy given that,
at the PHY level, the communication mechanism is the same
as broadcast. As a consequence of these considerations, in our
results (§IV-D) we do not report the reliability of broadcast
communication as this is accurately approximated by the one
we measured in unicast with the procedure above.

C. Unicast communication

Our main goal here is to determine the reliability of the
UWB link in terms of PRR, as this serves as an accurate proxy
for the reliability when using broadcast communication, our
target scenario. Nevertheless, by also comparing the latency
of unicast vs. broadcast we gain a better understanding of the
inner working of the SR1020 UWB transceiver we chose.
Results. Table I shows the reliability and latency we measured.
Concerning the former, the PRR value reported is the average
of both full recordings, i.e., is computed across a total of
more than 5 million packets, yielding a strong statistical
significance. We observe how reliability is very good, except
for the shorter, 5-meter distance in LOS5. This is actually sur-
prising, especially considering that popular UWB transceivers
like the Qorvo DW1000 [12] have near-perfect reliability in
all the conditions we tested, including LOS5. On the other
hand, our test have been carried out in an environment with
many reflections from the close walls, causing collisions and

therefore packet loss; we verified that we do not observe the
same drop in reliability at 5 m when testing in a different, less
challenging environment. In any case, this aspect is further
motivation, if at all needed, that a user study investigating
whether this impacts user perception is key (§VI).

As for latency, we report the mean and standard deviation
of our measurements of Λa −λUWB in each condition. The
first, important observation is that this latter quantity is always
positive, therefore confirming that our envisioned application
is indeed possible—at least from a communication standpoint,
given that here we do not consider the contribution of the
other Λh components in Eq. (1) we measure later on actual
prototypes (§V). Moreover, latency is also stable, with a
standard deviation of only tens of microseconds. From this
measurement, and knowledge of Λa based on the speed of
sound in air for each distance, we can indirectly derive the
latency λUWB , which is nearly constant at slightly more than
10 ms. This should not come as a surprise, as the only
difference between LOS5 and LOS10 is an increase in distance
by 5 m, which translates in a mere 16.7 ns. On the other hand,
the latency difference Λa −λUWB is quite small for LOS5,
possibly making it challenging to realign the sound and haptic
signals once the latency λinstr induced by the instrument is
factored in (§V). We verify now whether this is the case also
with broadcast communication.

D. Broadcast communication
Our focus is on live performances, e.g., a concert, in which

the audio-haptic signal generated by the musical instrument
and the haptic transmitter would reach the whole audience, not
just a single person. This can be accomplished via broadcast
communication, supported by the audio core of the SR1020
device and analyzed here.
Results. Table II shows the latency we measured. We do not
report the PRR due to the impossibility to measure it (§IV-B);
the values for unicast (Table I) are nonetheless a good proxy.

A comparison with Table I shows that broadcast exhibits
significantly lower latencies w.r.t. unicast. Indeed, the SR1020
SDK in unicast alternates packet transmission with the re-
ception of its acknowledgment, which significantly reduces
throughput and increases latency, effectively delaying the
packets containing audio data. Broadcast communication, in-
stead, does not rely on acknowledgments and can therefore
explore the full potential of UWB transmissions.

Consequently, the difference Λa − λUWB significantly in-
creases in broadcast, providing a greater margin for com-
pensation in our target scenario. For LOS5, the value of
this difference more than 3x w.r.t. unicast; for the other two
cases, we observe more than a 50% increase. The values of
λUWB , computed from the measured difference and the same
values of Λa for unicast, show that the reason is that the
corresponding latency is one order of magnitude smaller in
broadcast. Finally, the other trends concerning the different
conditions are essentially confirmed.

V. PROOF-OF-CONCEPT PROTOTYPES

The characterization we just provided focuses on the com-
munication link. Nevertheless, as discussed earlier (§III), la-
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TABLE II
BROADCAST COMMUNICATION: LATENCY

Condition
Λa − λUWB Λa λUWB

(ms) (ms) (ms)

LOS5 12.73 ± 0.069 14.57 1.84
LOS10 27.11 ± 0.063 29.15 2.04
NLOS 27.12 ± 0.065 29.15 2.04

TABLE III
CHARACTERISTICS OF THE PROOF-OF-CONCEPT PROTOTYPES.

Prototype
Sound source Haptic receiver

acoustic electric armband vest
(Fig. 5a) (Fig. 5b) (Fig. 6a) (Fig. 6b)

1 ✓ ✓
2 ✓ ✓
3 ✓ ✓
4 ✓ ✓

tency is affected also by the delays induced by the generation
of the haptic signal at the source and of the actuation at the
receiver. These need to be accounted for to verify the practical
feasibility of our envisioned system and, if so, to determine
the time compensation necessary to realign the stimulus of the
haptic device with the sound propagating through air.

We investigate this aspect via four proof-of-concept proto-
types. At the performer, they augment a common instrument—
an acoustic or electric guitar—with the ability to generate
and transmit the haptic signal. At the listener, they provide a
wearable device—an armband or a vest—capable of receiving
the haptic signal and perform the corresponding haptic actu-
ation. Table III shows at-a-glance how we combined the two
components at the performer and the two at the listener (§V-A)
in the four prototypes. In all cases, the generation of the haptic
signal at the instrument is performed digitally. As an example,
Fig. 4 shows Prototype 1 in action, where a performer playing
the smart acoustic guitar in a multi-sensory interaction with
an audience member wearing musical haptic armband.

We detail the characteristics of these components, followed
by a rationale of their choice w.r.t. latency and a quantitative
assessment of their impact on it, based on real-world measure-
ments enabled by our prototypes.

Fig. 4. Prototype 1 in action: UWB-enabled haptic interaction between a
performer and an audience member.

A. Smart musical instruments and haptic wearables

All prototypes are equipped with the SR1020 UWB board
(§IV-A) both at the instrument (source) and wearable device
(receiver) configured to operate with broadcast communica-
tion, as this reflects our target application scenario. For all
components, both smart musical instruments (Fig. 5) and
haptic wearables (Fig. 6), Pd was configured to run at a
sampling rate of 48 kHz and audio buffer size of 64 samples.
The Pd task is assigned highest priority by the Bela board
operating system, when used.
Smart acoustic guitar. This instrument (Fig. 5a) is composed
by: i) a conventional classical guitar enhanced with a contact
microphone, ii) a small loudspeaker, iii) the Bela-mini low-
latency audio processing board, including a hard real-time
Linux kernel [40], iv) an embedded battery, v) a short 3.5 mm
jack mono audio cable connecting the first output channel
of the Bela board to the embedded loudspeaker, vi) a short
3.5 mm jack mono audio cable connecting the second output
channel of the Bela board to the UWB transmitter. The haptic
generation engine is coded in Pd and simply provides a band-
pass filtered version of the input audio signal in the tactile and
actuators range (i.e., [30,1000] Hz).
Smart electric guitar. This instrument (Fig. 5b) contains the
same components of its acoustic counterpart, except for the
first one; instead of acquiring sound from the contact micro-
phone it uses directly the piezoelectric microphone system of
the electric guitar. Sound is then delivered by a loudspeaker
connected to the Bela board. The audio engine running on
the latter is coded in Pd and includes a module processing
strings sounds with a chorus effect in chain with a delay and
a reverb effect. The haptic generation engine, also coded in
Pd, provides a band-pass filtered version, in the tactile and
actuators range [30,1000] Hz, of the digital audio signal.

(a) Smart acoustic guitar (Prototype 1 and 3).

(b) Smart electric guitar (Prototype 2 and 4).

Fig. 5. Smart musical instruments.



IEEE TRANSACTIONS ON HAPTICS, VOL. XX, NO. XX, XXXX XXXX 8

Musical haptic armband. This wearable (Fig. 6a) is an elas-
tic armband encompassing i) two small voice-coil actuators,
Tactuator MM3C by Tactile Labs [41], ii) a class D stereo
amplifier, MAX9744 by Adafruit, iii) a Bela-mini board, iv) a
short 3.5 mm jack audio cable connecting the UWB receiver
to the input of the Bela-mini, v) a short 3.5 mm jack audio
cable connecting the output of the Bela-mini to the input of
the amplifier, vi) a short 3.5 mm stereo jack audio cable
connecting the amplifier to the two actuators, modified to
duplicate on both channels the mono signal arriving from the
UWB receiver, vii) a battery. The haptic rendering engine is
coded in Pd and simply routes the incoming signal to the two
motors, with the compensation delay necessary to realign the
haptic signal with sound (§V-C).
Musical haptic vest. We use the commercially available
Skinetic vest by Aktronica (Fig. 6b). This includes 20 small
voice-coil actuators driven by a dedicated multichannel sound
card. This system is connected via USB to a Raspberry PI 4
(RPI) enhanced with the Hi-Fi Berry audio shield. The audio
input of the shield is connected to the audio output of the
UWB receiver. The RPI runs a Linux distribution with the
PREEMPT-RT hard real-time kernel [42]. The haptic rendering
engine, coded in Pd, focuses on routing the incoming signal
to the 20 motors with the compensation delay (§V-C).

B. Rationale of choices

The features of the components above are chosen to cover
different points of the design space, yielding a different impact
on the overall haptic latency Λh. In particular, the choice

(a) Musical haptic armband (Prototype 1 and 2).

(b) Musical haptic vest (Prototype 3 and 4).

Fig. 6. Musical haptic wearables.

between acoustic and electric guitar bears an impact on latency
constraints, more stringent in the former case.

Fig. 7 illustrates why, starting from the instant in which
a string is struck. In an acoustic guitar, the sound is directly
generated by the instrument and reaches the ears of the listener
after a delay Λa. An electric guitar, instead, incurs a delay
λdigit before sound is emitted, due to the need to digitize
sound and send it to the loudspeakers. In our envisioned
system, this is actually an advantage, as we send to the receiver
this digital audio stream as the haptic signal, after a filtering
step with negligible latency (§IV-B); therefore, no additional
latency λdigit ≈λinstr is incurred w.r.t. sound propagation, as
the digitization process occurs before it. In contrast, to produce
a similar haptic signal in the acoustic guitar, digitization
inevitably occurs in parallel with sound propagation. This
reduces the margin available for compensating delays via a
system-induced delay δc and may even prevent it altogether
in case the latency λinstr , once combined with the other haptic
latency components in Eq. (1), yields Λh >Λa.

Among these components, we have already assessed λUWB

(§IV-D); as for λdev , this is determined by the haptic wearable.
Our choice of an armband and a vest allows us to investigate
very different conditions; the vest introduces a latency λdev

2.5x higher w.r.t. the armband. Again, this is crucial for
compensation and the overall feasibility of our approach,
investigated quantitatively next.

C. Impact on latency and overall system feasibility

We exploit our proof-of-concept prototypes to derive real-
world measurements and gain a concrete understanding of the
tradeoffs at stake. Table IV shows our results in the three
scenarios under consideration (§IV-A). The latency introduced
by the smart guitars and the haptic wearables, respectively
λinstr and λdev , are measured directly at the corresponding
components in our prototypes. As for the UWB latency,
λUWB , we cannot directly measure it with the same setup. For
this reason, we report the same values we derived earlier for
broadcast (§IV-D) as the experimental conditions are exactly
the same from the point of view of communication.

We can distill a few key considerations. First and foremost,
our measurements confirm that the system we envision is
feasible, from the point of view of latency. Indeed, in all
12 cases but 2, the haptic signal arrives before the sound;
therefore, synchronicity between the two can be easily re-
established at the receiver by introducing a compensating delay
at the source, whose magnitude δc = Λa−Λh we also report.

At the same time, the two cases where the haptic signal
arrives after the sound are informative of the conditions that
push our system to the limit. First of all, these values occur on
the shorter distance of 5 m (LOS5), where sound propagation
is twice as fast w.r.t. the other two conditions and therefore
leaves much less margin to Λh, whose components are instead
essentially constant w.r.t. distance. Among these, the latency
introduced by the haptic vest in Prototype 3 and 4 is by far the
largest, enough to push δc to a negative value; indeed, when
using the haptic armband in Prototype 1 and 2 in the same
LOS5 condition, δc remains positive in both cases. Finally,
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Fig. 7. Latency components in acoustic (top, Prototype 1 and 3) vs. electric (bottom, Prototype 2 and 4) smart guitars. The delay δc is a configuration
parameter we set (Table IV) to time synchronize the audio and haptics signals at the receiver. Note the large value of δc in the case of the electric guitar.

TABLE IV
PROOF-OF-CONCEPT PROTOTYPES: LATENCY AND COMPENSATION.

Prototype Condition
Λh

δc Λaλinstr λUWB λdev

(ms) (ms) (ms) (ms) (ms)

1
LOS5

3.66
1.84

7.66
1.41 14.57

LOS10 2.04 15.79 29.15
NLOS 2.04 15.80 29.15

2
LOS5

—
1.84

7.66
5.07 14.57

LOS10 2.04 19.45 29.15
NLOS 2.04 19.46 29.15

3
LOS5

3.66
1.84

18.86
−9.79 14.57

LOS10 2.04 3.59 29.15
NLOS 2.04 3.60 29.15

4
LOS5

—
1.84

18.86
−6.13 14.57

LOS10 2.04 7.25 29.15
NLOS 2.04 7.26 29.15

Prototype 3 experiences a larger anticipation of sound; this is
due to the use of smart acoustic guitar in which, unlike the
smart electric guitar of Prototype 4, the digital signal used for
haptics cannot be reused and needs to be generated, causing
an additional latency λinstr (Fig. 7).

Clearly, these are just proof-of-concept prototypes and could
be further optimized. Nevertheless, when testing our proto-
types we noticed that sound and haptics are always perceived
in synchrony regardless of the combination of prototype
components and scenario. We investigate this aspect more
rigorously in the user study described next.

VI. USER STUDY:
FROM LATENCY AND RELIABILITY TO PERCEPTION

The goal of this section is to determine whether and how the
worst-case system-level objective metrics of negative offset δc
(§V) and of reliability (§IV) we observed have an impact on
the subjective user perception. Indeed, in addition to latency,
reliability is another potentially detrimental strong contributor,
in that packet losses occurring on the audio stream used to
generate the haptic signal may corrupt the latter.

We investigate these aspects via a user study where, com-
pared to the results we showed thus far, we perform exper-
iments with many subjects and in a repeatable way. Ideally,
this could be accomplished with a musician performing live
in front of an audience. Nevertheless, this is inherently limited
by the availability of enough SR1020 boards and, more
importantly, by the fact that live performances are intrinsically

at odds with accurate repeatability. Therefore, we exploit an
experimental setup (§VI-A) in which we control precisely the
latency and reliability of the audio-haptic signals, based on
our previous experiments. These are delivered via wire to the
earphones of the subjects, who are then required to rate their
experience across the three perception dimensions providing
the basis for our analysis (§VI-B).

This is the last step of our evaluation and the one directly
affecting the practical viability of the proposed system. How-
ever, the relevance of the results we report go beyond our
direct needs; for instance, the effect of network reliability and
imperfect packet loss reconstruction on tactile perception of
musical haptic signals has been scarcely investigated thus far.

A. Experimental setup

The methodology is approved by the local ethics committee
in accordance with the relevant ethical standards of the Dec-
laration of Helsinki and in compliance with the EU GDPR.
Subjects. The experiment involved 17 subjects, 11 men and
6 women, with age between 21 and 43 years (mean=26.41,
stddev=5.02). All were healthy adults and did not report any
hearing or somatosensory problems. Each subject spent on
average 30 minutes to complete the experiment.
Stimuli. The stimuli consist of 4 music pieces provided to the
subject at both auditory and haptic level, under four conditions
detailed next. The music pieces (Table V) are selected to cover
a large variety of features of the music signal (e.g., tempo,
harmony, instrumentation), as well as genre and conveyed
emotion. Each music piece is trimmed to last 30 seconds; the
resulting stimulus is repeated twice in randomized order, for
a total of 32 trials. The amplitude of the auditory and haptic
stimuli are manually adjusted to be coherent between each
other, based on the results in [43]. These amplitudes were
determined via a pilot test with 3 subjects not involved in the
experiment. For each piece, they were asked to agree on the
amplitude values for both audio and haptic signals yielding a
comfortable (i.e., neither too low nor too high) and musically
meaningful audio-haptic experience.
Conditions. We designed the conditions in which the stimuli
are applied to properly investigate the impact of latency and
reliability in a controlled, repeatable setup. Specifically, we
compare an ideal setup with zero latency and perfect reliability
with realistic cases artificially reproduced in our setup.

Concerning latency, we focus on the difference Λh − Λa,
crucial to perception. As a baseline, we consider the ideal case
in which this difference is zero, realized by directly feeding
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TABLE V
USER STUDY: MUSIC PIECES AS STIMULI.

Piece Title Author Genre Emotion
M1 The Vengeful One Disturbed heavy metal aggressiveness
M2 Ob-La-Di, Ob-La-Da The Beatles pop-ska happiness
M3 Orfeo and Euridice Christoph Willibald Gluck classical relaxation
M4 I Can’t Make You Love Me Bonnie Raitt pop sadness

TABLE VI
USER STUDY: CONDITIONS.

Condition Λh − Λa ρUWB

IDEAL 0 100%
DELAY −10 ms 100%
LOSS 0 92.69%

REALISTIC −10 ms 92.69%

the subjects with perfectly synchronized sound and haptics
delivered via wires. At the other extreme, we repeated a similar
procedure with Λh − Λa = 10 ms, approximating the worst-
case offset we observed with our prototypes (Table III).

As for reliability, the wire-based procedure above already
yields the ideal case. To reproduce real, worst-case conditions
we play the music pieces over the broadcast channel in the
LOS5 scenario, whose reliability we indirectly measured at
ρUWB = 92.69% (§IV), and used the resulting haptic signal,
containing the imperfections due to packet losses, as input
to the wearable device worn by the subjects. The impact of
packet losses on the reconstruction of the audio signal at
the receiver is automatically mitigated by the SR1020 SDK
wireless audio core via a packet loss concealment (PLC)
technique. Nevertheless, this generates spikes in the signal
that, in turn, result in glitches perceivable at auditory level.
Interestingly, these occur mostly at high frequencies, i.e.,
outside of the [30,1000] Hz band relevant to tactile perception
and targeted by the bandpass filter utilized at the receiver to
extract the haptic signal. As a consequence, the latter removes
a significant portion of the glitches caused by packet losses.

Finally, for a fair comparison, the resulting files were
normalized to match the maximum amplitude of the haptic
signal with perfect reliability. Table VI shows the result-
ing combinations. IDEAL and REALISTIC represent the two
extremes, with the latter essentially reproducing the worst-
case scenario of Prototype 3. DELAY and LOSS enable us to
investigate separately the impact of latency and reliability.
Procedure. The subjects were asked to wear a pair of head-
phones (Beyerdynamic DT-770 Pro 80 Ohm) and the wearable
haptic vest (Fig. 6b). At the outset, they were briefed about
the experiment and asked to sign a consent form. Further,
they familiarized with the system via a session in which they
provided audio-haptic stimulus in IDEAL condition but with a
different music piece (“Don’t stop me now” by Queen).

Subsequently, they were provided with a graphical interface
allowing them to trigger the trials comprised in the experiment.
After each trial, the subjects were asked to assign a value on
an 11-point Likert scale to the following questions:

• To what extent the audio and haptic signals were syn-
chronous? [very asynchronous, very synchronous].

• How was the quality of the vibration you felt? [low
quality, high quality].

• How pleasant was the overall audio-haptic experience?
[very unpleasant, very pleasant]

B. Results
Fig. 8 shows mean and standard error of the subject ratings

of audio-haptic synchronicity, vibration quality, and pleasant-

ness across conditions and music pieces.
An ANOVA was performed on generalized linear mixed-

effects models for each of the three dimensions above. Each
model had the rating of the three dimensions above, condition
(Table VI) and piece (Table V) as fixed factors, and the
subject as a random one. For each model, the assumption on
the normality of residuals was verified. Post-hoc tests were
performed on the fitted model using pairwise comparisons
adjusted with the Tukey correction.

Concerning synchronicity, a significant main effect was
found only for the piece factor (F (3, 521)=18.69, p< 0.001)
and not for conditions. The post-hoc test showed that piece
M3 was rated with lower synchronicity than M1 (p< 0.001),
M2 (p< 0.01) and M4 (p< 0.001). Therefore, on average,
the participants did not perceive any asynchrony between
the auditory and haptic stimuli across the four conditions.
In contrast, the perception of synchrony was found to be
dependent on the type of music provided.

Regarding vibration quality, a significant main effect was
again found only for the piece factor (F (3, 521)=28.37,
p< 0.001). The post-hoc test showed that i) M3 was rated
with low vibration quality than M1 (p< 0.001), M2 (p< 0.05),
and M4 (p< 0.001), and ii) M2 was rated with lower vibration
quality than M1 and M4 (both p< 0.05). These results indicate
that, on average, participants did not perceive any difference
among the four conditions w.r.t. the quality of haptic stimula-
tion, which was found dependent only on the musical piece.

As for pleasantness, results are in line with the above,
with a significant main effect found only for the piece factor
(F (3, 521)=28.58, p< 0.001). The post-hoc test evidenced
how i) M3 was rated to be less pleasant, at the audio-haptic
level, than M1 and M4 (both p< 0.001), and ii) M2 was rated
less pleasant than M1 (p< 0.001) and M4 (p< 0.001). Hence,
consistently with the results for synchronicity and vibration
quality, the pleasantness of the overall audio-haptic experience
did not significantly vary among the four conditions, and was
instead dependent on the type of music provided.

For all three dimensions investigated, we did not find any
statistically significant interaction effect between the piece and
condition factors.

We applied Pearson’s tests to search for possible cor-
relations among the three types of rankings. Significant
correlations (p< 0.001) of medium strength were identified
for synchronicity-vibration and for synchronicity-pleasantness
(both r≈ 0.4). A significant correlation (p< 0.001) of
medium-high strength was identified for vibration-pleasantness
(r=0.72). These results suggest that the three dimensions
investigated are not fully independent.
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VII. DISCUSSION AND OUTLOOK

Our measurements show that the haptic signal transmitted
in broadcast over the UWB link is almost always faster than
propagation of sound in air, and is also very stable, with only
minimal variations. This enables the use of a compensation
delay δc =Λa −Λh realigning the two sensory signals. As for
the few cases where the haptic signal arrives after sound and
compensation is not possible, the results of our user study
(§VI) show that the −10 ms offset in our prototypes is not
sufficient to perceive a synchronization mismatch between the
two sensory modalities. This is in agreement with the findings
of previous studies focusing on haptic signals delivered to the
hands or the whole body [29]–[34]. The value of δc depends
on the time required for haptic signal generation and rendering
at the specific instruments and wearable haptic devices used,
respectively, for which we offered concrete examples. On the
other hand, the experimental setup from which we derive
our results considers stimuli from a haptic device that is not
optimized for latency, as it involves the use of two soundcards.
In a real product, the latency introduced by the haptic device
would be much lower, likely bringing δc to a positive value
and enabling compensation.

Another crucial dimension is reliability, whose impact we
characterized both from both the system and user perception
perspectives. Interestingly, our user study shows that even the
worst-case, relatively high rate (7.31%) of packet loss we
observed did not bear an impact on user perception, a result
we argue is the interplay of two dimensions. On one hand,
this can be attributed to the relatively poor tactile acuity of
the upper body along with the likely presence of dominance
mechanisms of the auditory system over the somatosensory
one. On the other hand, the packet losses affected the haptic
signal but without causing excessive deterioration. Indeed,
while we observed imperfections in the received signal due
to packet losses, the majority of these artifacts were easily
removed via a bandpass filter, highlighting the importance of
this on-board ability on musical haptic wearables.

(a) With respect to the conditions in Table VI.

(b) With respect to the music pieces in Table V.

Fig. 8. Mean and standard error of the subjects’ ratings of audio-haptic syn-
chronicity, vibration quality, and pleasantness for the conditions in. Legend:
* = p < 0.05, ** = p < 0.01, *** = p < 0.001.

Overall, the perception of latency and vibrations quality
were found to be affected by the type of music played, rather
than system-level quantities like latency and reliability. This
finding suggests that audio-haptic synchronicity and vibration
quality may be regulated by features specific of the musical
signal, calling for research on this rather unexplored topic.

Of course, our study has limitations, essentially due to the
desire to accurately measure the many interconnected aspects
of our system in a repeatable way and the inherent logistic
complexity this entails. As a consequence, our measurements
were conducted in controlled conditions rather than in a real
performance with a crowded audience. Moreover, constrained
by the availability of an appropriate indoor space where to
deploy our setup, we considered only distances of 5 m and
10 m. However, we argue that these distances are not only
representative of real-world live performances in small venues,
but also a stress case of sorts, at least from the point of view
of latency. Indeed, over longer distances, e.g., in large concert
halls, the haptic latency Λh remains nearly constant while the
sound Λa increases significantly (Table II), providing even
ampler margins for introducing a compensation delay δc.

In this respect, we did not exploit the capability commonly
associated to UWB radios, i.e., the ability to accurately esti-
mate distance. This could enable an automatic, dynamic, and
individual determination of the compensation delay δc for each
receiver, by computing the sound latency Λa as a function of
the current distance and subtracting known haptic latency Λh,
greatly simplifying system configuration while retaining the
same quality. Exploring this opportunity in a study involving
live performances is in our immediate research agenda.

VIII. CONCLUSION

We investigated the use of UWB radios, hitherto unexplored,
to support situated live music performances enriched with a
tactile sensory layer. Taken together, the objective system-
level results from latency and reliability measurements, and
the subjective perception results from the user study, indicate
that UWB is an ideal match to this kind of applications.
This enables opportunities for novel music and art formats
exploiting the interplay of musical/sonic content with tactile
haptics [43]. Moreover, our findings can also be exploited in
support of individuals with hearing impairments, who may
leverage the tactile sensory channel to mitigate the deficits at
the auditory level [44], [45]. We hope that the present study
inspires further research efforts by the academic and industrial
research community seizing the many opportunities unlocked
by the use of UWB in artistic settings.
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