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From Intentionsto Social Commitments:
Adaptation in Multiagent Systems

FaBIANO DALPIAZ,, AMIT K. CHOPRA, JOHN MYLOPOULOS, AND PAOLO
GIORGINI

ABSTRACT. Runtime adaptation of software systems is an area of software engi-
neering that is gaining increasing attention from researchers. Adaifi@are can
successfully cope with failures and the volatility of the environment it dperiaa. Re-
searchers in software requirements and architecture are especiakygiatein model-
driven adaptation. The idea is that software would reflect upon its owdehiio order
to reason about adaptation.

This chapter represents a summary of our recent work for supgatiaptation
in multiagent systems. Our key contribution is to exploit the notiosadial com-
mitmentin order to reason about adaptation in multiagent systems. While other ap-
proaches for adaptation assume cooperation or some form of login#iatization,
our approach works for open multiagent systems wherein agentsi@amoanous and
heterogeneously constructed. We conceive adaptation from theeptvspof an in-
tentional agent, who needs to interact with other agents in the multiagentnsyty
engaging in social commitments—to achieve its goals.

0 An Allegory?.

Imagine! You are an enterprise architect with HyperTectustdes Unlimited (“Hype”,
for short) and a client comes along wanting to re-enginddsuainess processes for her
multinational publications organization, Home Periotidac. (hereafter “Hope”) to elim-
inate redundant positions while improving performanceurfoission—should you decide
to accept it—is to re-engineer these business processessnltation with Hope staff and,
most importantly, keep them happy and off your boss’ back.

Now, you happen to be a recent graduate from a Computer Sci@ogram and you
are aching to use all these great ideas you learned backlegeolSo, you dig up your
course notes from your home basement and proclaim at thenmeating with your boss
and your client that you intend to go about this using thestaterk from the best minds
in the field. Ignoring the anxious looks on their faces—andsineers behind your back
among your fellow architects the following day—you begin ytask going over all your
material, reading up references and taking notes.

At the end of your search, you proudly present your boss wathr findings. There
seems to be unanimous agreement among experts, you natexigtang business process
specification techniqgues—based on old and well-tried systemeling concepts such as
finite state machines, interaction diagrams, and Petri-Aletad to inflexible, procedural
descriptions of what's to be done. Since human activity isrisically situated and emer-
gent, such specifications lead to serious discrepanciegebatwhat is specified and what

1Adapted loosely from [Mylopoulos 1992]
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actually happens. Such specifications also fail with resmefiexibility, as they are dif-
ficult to customize to user preferences, or adapt as theamment changes. While your
boss waits patiently, you point out that there seems to bensansus on how to deal with
these fundamental problems. Some organizations fall badkformal specifications of
their systems, whereas others adopt simpler diagramneatimiques (flow charts and so
on) that leave out important details. Sketches of procedeawal or informal) are fine
sometimes, you remark, but they often lead to misunderstga@mong Hope employees,
and suboptimal performance in the execution of its busipessesses. Your boss (who,
you just notice, bears remarkable resemblance to DilbRdiaty-Haired bosy shakes his
head knowingly. Following your carefully laid out scriptoy draw an analogy between
what current business process specifications practicesididh@ proverbial drunk, who
late one night is looking under a street lamp for his keyg, étsewhere, because there he
can at least see.

As your boss becomes restless, you get to the punchline. rdicgpto your recently
completed multiagent systems course, the key conceptslfong about multiagent sys-
tems (which business processes surely arejagentand social commitment A social
commitment consists of one agent x committing to anothentagéo fulfill proposition g
if p (often, p would be something that y would have to bringuhpoSuch atomic contracts
can be used to model complex interactions, such as thoskwiimyahe execution of a mul-
tiparty process. To specify such processes, we need taabsatrvay from the concept of
agent to that of @ole. Then, system specifications consist of generic commitsn@miong
roles. These can be instantiated and enacted wheneveretergents are bound to all
the roles that are part of a specification. With this apprpsoh conclude while waiving
didactically your longest finger, we avoid the pitfalls ofi@nt process specification tech-
nigues. Multiagent system specifications based on commisrae neither procedural nor
do they talk about tasks, activities, and plans. Insteay), ipecify the social expectations
(via social commitments) that would arise from the agemt®ractions.

Your boss stops looking at the ceiling and is now staringatliyénto your eyes (and yes,
he does look Pointy-Haired!). “Could it be that this guy istorsomething?”, he wonders.
The tools offered for commitment-based specifications, gmtinue, are based on ideas
from multiagent systems. The key concern is to change theaaf multiagent interaction
specifications so that they are social models, rather thacegural ones.

Your boss is ecstatic. He has recently watched the mokie Social Networland is
fleetingly favorable towards all things social. “Here is ey wacky idea”, he thinks, “but
it actually sounds better than all the others we have beedlipgdo our customers. Let's
try it!” He gives you his blessing and you give him a good bookroultiagent systems
([Singh and Huhns 2005]) for background reading before ekibg on the Hope project.
For the rest of the week you are definitely on the good side of hoss’ balance sheet as
you rock-and-roll between Hype and Hope. And it’s all thattkmultiagent systems. ..

1 Introduction

In the age when the department of Computer Science at theekditiy of Toronto was in its

infancy, Hector Levesque had a trail-blazing career thak tom from junior undergraduate
to a faculty position within the span of a little more than a&alde. Hector was the under-
graduate who asked—by correspondence—Marvin Minsky wheratleghestions about
Artificial Intelligence (Al). And it was him who put the instctor of the Al course to task

2http://www.dilbert.com/
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for not using Lisp as the programming language taught in thesg. His MSc thesis was
inspired by Lisp in defining a self-descriptive knowledgpresentation languafie And
as a PhD student he taught his supervisor things (modaldpgitd more), rather than the
other way around, as he was working towards an epistemicuat@d knowledge bases.
Among other ideas, that thesis used a functional accounhofviedge bases [Levesque
1981] that was later adopted, first by KRYPTON [Brachman et #383] and then by
Description Logics. And all that was a preface to a sparktesgarch career.

Multiagent interactions among human, organizational atificéal agents account for
much of the social activity of modern world, be they busingsscesses, socio-technical
systems or collaborative efforts. To better manage and@tispch multiagent interac-
tions, computer scientists have used a variety of speddit&tchniques—often based on
Petri nets, finite state machines and the like. Unfortugaseich techniques are too rigid,
prescriptive and inflexible to describe human activity intwrthogonal ways. Firstly, they
don’t account for agent autonomy. Secondly, they are s#atit difficult to dynamically
adapt in the face of varying user preferences and envirotahsettings.

A multiparty interaction (business process or otherwisedbove all else a social ac-
tivity. During such an interaction, participants care abwbom they interact with; what
contractual relationships arise from their interactions & they have recourse in case
others violate their contractual obligations; whetheirteals are likely to be met by par-
ticipating in the activity; whether they can interact fldyiland adapt in appropriate ways
when necessary.

This paper adopts concepts and ideas from the literatureutiagent systems to ad-
dress the problem afgent adaptatior-an area Levesque has explored in the past [Kumar
et al. 2000]. Levesque’s work relies upon the notiomnéérnal commitmento intentions.
By contrast, our proposal builds upon ongoing work by Muainflingh and his group on
the specification of multiagent interactions in termssotial commitmentsSocial com-
mitments, as we show later, are distinct from internal commants.

Organization. Section 2 contrasts cognitive abstractions against sabstractions. It
introduces a key social primitive, that of commitment amaggnts. Section 3 introduces
a conceptual model of adaptation that takes into accourdlsmmmmitments. Section 4 in-
troduces an architecture for adaptive agents. Section Ssuizes the paper and concludes
with directions for future research.

2 From Intentionsto Social Commitments

Broadly, we understand an agent as an active autonomoug i acts according to its
own motivations. Typically, an agent would not be able toi@ohall of its goals by inter-
acting with inactive objects in the environment. Ratheraduld need to interact with other
agents and enter into social relationships with them toeaehits goals. The interactions
give rise to a multiagent system.

Multiagent systems may be specified a priori. Such spedticatwvould prescribe the
legal interactions among the agents, not with referencpeoiic agents however, but with
reference tagoles We call such multiagent system specificatipnstocols An agent could
then adopt a role in a protocol if doing so suited its goals.dxample, if Barbara wanted
to sell her cellphone, she may consider adopting thegelerin some auction protocol.

3The University of Toronto didn’t offer any form of interaeéi computing at the time, so Lisp was out of the
question.
4Elements of that thesis were published in [Levesque and Mylts 1979].
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Researchers in multiagent systems are keenly concernbgwmaitocols and agents and
the abstractions in terms of which they can be specified. @#pespeaking, computer
science has tended to address more the challenges of higlhalgent specification rather
than high-level protocol specification. This is likely doditaditions from Al, where agents
are viewed as intelligent computational entities capableasoning in terms of cognitive
(mental) abstractions such as beliefs, goals, intentenms obligations [Bratman 1987].

Cohen and Levesque’s work [1990] on cognitive abstractloas been especially in-
fluential over the decades. They formulated a rich theoryatibnal action based on the
concepts ointentionandinternal commitmenrtd intention. For an agent to succeed with its
intentions, it must be internally committed to realizingi. Further, the agent should not
be overcommitted or undercommitted to the intentions asviloald produce undesirable
results.

Another widely influential strand of research, followingearch in the philosophy of
language, concerns itself with the semantics of commuipitaSearle’s account of speech
act theory [1969] categorizes communications into types sisassertivescommissives
and so on, and formalizes each in terms of the mental statbe @bmmunicating agents.
For example, if Barbara asserts to Alice “It is raining odési it would be taken to mean
that Barbara actually believes it is raining outside. If Baa commits to all bidders to
honor the winning bid for her cellphone, it would be taken amthat she intends to honor
the winning bid. In effect, speech act theory gives mearongpinmunication—an observ-
able social phenomenon—in terms of the private mental stditegents. In a similar vein,
Cohen and Levesque [1990] extrapolated internal commitragrmeing foundational for
understanding communication among agents. We shall retbig class of approaches as
mentalist The mentalist approach to communication influenced gréladl agent-oriented
programming paradigm [Shoham 1993] and the attempts tdatdize agent communica-
tion languages (KQML [Finin et al. 1994] and FIPA ACL [FIPA@B8] being the prominent
ones).

Meanwhile, another strand of research focused on a covehtsed view of communi-
cation, where agents interact with each other on the bagisliic conventions [Winograd
and Flores 1986]. Singh [1991] argues thatial commitmentare distinct and orthogonal
to internal commitments, and they are intimately tied toljputonvention. By contrast,
internal commitments, as their name suggests, are privae agent. Let us return to our
example to illustrate the difference. On the one hand, Barvey be internally committed
to honor the winning bid, but may not have communicated sbedidders; in other words,
even though Barbara is internally committed, she is notadigatommitted. On the other
hand, Barbara may be socially committed to honor the winbidgbecause she commu-
nicated that to the bidders) but not internally committeddoso (maybe because she has
a minimum price in mind). Singh pointed the importance ofgieg the two notions sepa-
rate: while social commitments could be used to formalizezeation and communication,
internal commitments could be used to design specific agents

Singh [1998] expanded on the argument against mentalisimoiw that speech act the-
ory could not form the foundations of agent communicatiore aigued against the ap-
proach taken by KQML and FIPA ACL by showing that they led toaalistic assumptions
about the nature of multiagent systems. For example, aggummbout the sincerity of
agents were unrealistic because one agent could not ppkaiblv what another intended.
In particular, such assumptions violated the autonomy ehtgy and limited multiagent
systems only to systems of cooperative agents. A recerit joamifesto [Chopra et al.
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2011] by researchers in agent communication

¢ affirmsthe necessity of a social semantics for communication,
e affirmssocial commitments as a key part of any such social semaatids

e rejectsmentalist semantics and approaches based thereupon sihehFABA ACL.

The distinction between social and internal commitmentsrigially relevant to the
design of multiagent interactions, where agents could garozations, humans, or their
software surrogates, with distinct, private, and often petitive motivations. These enti-
ties interact with each other on the basis of public coneasti not on the basis of internal
commitments or any other mentalist notion. These publiwentions are in fact protocols.

Cognitive abstractions have a place. However, this placetisn formalizing commu-
nication; it is in capturing agent intentions. Such inten§ lead to communication and
account for its purpose. For example, Barbara’s desire yoaberuise ticket may be the
motivation for selling her cellphone, but her desires carexplain the social effects of
actually communicating the offer to others. Chopra et @1 offer an account of the
reasoning that connects goals with social commitments.

A social commitment is of the forr@(debtor, creditor, antecedent, consequent), where
debtor and creditor are agents, andntecedent and consequent are propositions [Singh
1999]. From now on, we will simply ussommitmento refer to social commitments. Other
kinds of commitments, for example internal, will be appiatgly qualified.C(x, y, r, u)
means that is committed toy that if » holds, then it will bring about.. If » holds, then
C(z,y,r,u) is detachedand the commitment(z,y, T,u) holds (T being the constant
for truth). If u holds, then the commitment ééschargedand doesn't hold any longer. All
commitments areonditional an unconditional commitment is merely a special case where
the antecedent equals (For general rules of commitment reasoning, see [Singi8200

For example C(Barbara, Alice, paid, deliverPhone) means that Barbara commits to
Alice that if payment is made, the phone will be delivered. Whige payment is made,
then the unconditional commitme@t Barbara, Alice, T, deliverPhone) holds.

Commitments are rooted in communication. A commitment eaorbated or otherwise
manipulated only by explicit communication among agentke Pprimitive messages for
manipulating commitments aK@reate Cancel ReleaseDelegate Assign[Singh 1999].

The notion of commitment protocols [Yolum and Singh 200 heaen highly influential
in multiagent systems. The basic idea there is that apfitapecific messages can be
assigned meanings (by a protocol designer or collectivglthb application community)
in terms of commitment-specific messages. Thus for exampke particular community
of fruit-sellers, a quote from a merchant to a customer mafpbwalized as creating the
corresponding commitment:

Quote(m,c,item,pricegounts as Create(m,c,item,price)
In another community, a quote may not mean any such commitnidgre community

provides thecontextof the commitment, which we omit here.

3 Conceptualizing Agent Adaptation

Adaptation in agents has largely been confined to two kindgtings. One considers only
a single agent; in other words, it does not consider intemact he other considers multiple
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agents but in the context of a cooperative setting. Levesiqumint work with others
[Kumar et al. 2000], formulated adaptationteamsettings. Essentially, a team of brokers
has to ensure the fault tolerant operation of a system oftageia services such as locating
services, routing, and so on). The key feature of their agogrds the establishment tfam
commitmenta&nd individual internal commitments among the brokers. é&s@mple, the
brokers adopt the team commitment that if a client loses edtion with a broker, the
brokers will attempt to reestablish connection with therdi Further, if a registered client
is disconnected, each broker would have the internal coment to make that believed
among the team, and so on.

Our approach to adaptation instead reliesocialcommitments. As such, it applies to
cooperative as well as competitive systems. We charaetarizadaptive agent in terms of
both intentional concepts—thgoalsit wants to achieve—as well as social concepts—the
social commitments it makes to or takes from other agentsaiviieéo ensure that a specific
agent achieves its goals in a dynamic environment whererésiland under-performance
are common events. Although we do not talk explicitly abeatnis, extensions of our
approach should be able to support teamwork as a special kkegeneral, our approach
for agent adaptation should work in any open multiagentesysthat is, a system where
the agents are autonomous and independently designed.

We conceptualize adaption in terms of changing strategiesder to achieve a goal.
Hence, the adaptive agent in our approach is goal-driveserilly, the agent monitors
his goals, and depending on environmental conditions atedaictions with other agents,
adopts new strategies to achieve the goal if necessary.

We illustrate our approach on a scenario concerning firéfightvheredim, a fire chief,
has to decide how to efficiently respond to a figém's goal model is shown in Figure 1
using a subset of the concepts of Tropos [Bresciani et al.4)200im’s top-level goal
is “fire extinguished”. This goal is OR-decomposed to intBcthat there are alternative
ways to achieve itJim can either use a fire hydrant or rely on a water tanker truckh Bo
goals are AND-decomposed. In order to use a fire hydiamt,has to notify this need
and get authorized. To fight the fire with a tanker truck, thmkéa service should be paid,
the fire should be reached by a truck, and a water pipe shoutdrgected to the truck.
Jim’s capabilities—goals he can achieve without interactinthwither agents—are “hy-
drant need notified” and “pipe connected”.

and

hydrant need tanker service
A\ notified paid

Commitments in the variant,, Cs

Figure 1.Jim’s goal model, emphasizing his current variant to extiniytiie fire
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Table 1 lists some possible commitments that may arise ifirdfgghting scenarioC;
is made by fire brigadBrigadel to Jim. Brigadel commits that, if hydrant need is notified,
then hydrant usage will be authorizedim commits C.) to the fire brigade that, if the
tanker service is paid, then the water tanker truck will bedusCommitment£; andCy
are made by different water tankersitm. Both commitments tell that, if the tanker service
is paid, fire will be reached by the tanker truck.

C;  C(Brigadel, Jim, hydrant need notified, hydrant usage authorized)
Cy  C(Jim, Brigadel, tanker service paid, tanker truck used)

C3  C(Tankerl, Jim, tanker service paid, fire reached by tanker truck)
Cy4 C(Tanker2, Jim, tanker service paid, fire reached by tanker truck)

Table 1. Some example commitments in the fire response soenar

The notion ofvariantis fundamental in our framework as it defines a common semanti
substrate that characterizes a goal-oriented agent apmgiata multiagent setting. The
intuition is that, given a certain goal to achieve, a variart strategy that could lead to the
achievement of the goal—if successfully carried out at roati

We provide the basic intuition behind the notion of varidvitre technical details can be
found in [Dalpiaz et al. 2010]. A variant refers to one or mgoals—typically, top-level
goals—the agent aims to attain. A variant consists of a sebalsg; the agent wants to
achieve, a set of commitmeribsthe agent intends to make or take, and a set of capabilities
C the agent plans to exploit. Roughly, an agent’s var{gnt®, C) supports a gog if:

e the agent is capable of gogli.e. g € C;

e the agent takes a commitment () from another agent; the commitments’ an-
tecedent is supported by the variant and the consequelisgnta

e the agent makes a commitment M) to another agent; the commitment’s antecedent
entailsg;

e a goal supported by the variant contributes positively;to
e gis AND- (OR-) decomposed and all (at least one of) the sulsgeaupported.

EXAMPLE 1. Figure 1 shows the active variant fiim’s goalfire extinguished (the goals

in the current variant are grayed, and the commitments irvénant are shown below
the goal model). The leaf-level goals in the variant are @iported:pipe connected via
Jim’s capability for that goaltanker service paid by commitmentC, made toBrigadel,

fire reached by tanker truck via commitmentCs Jim takes fromTankerl. Thus, the AND-
decomposed goanker truck used is supported. In turn, it supports the OR-decomposed
goalfire extinguished.

4 Adaptive Agent Architecture

Based on our conceptualization of agent adaptation, weogepere an architecture for
adaptive agents. Our architecture operates in accordaticthe Monitor-Diagnose-Recon-
cile-Compensate (MDRC) control loop:

(M) Monitor collects data about the state of the environment and thespgarticipating
in the system from a variety of sources;
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(D) Diagnose interprets the data with respect to goal models to deterihaleis well.
If not, the problem-at-hand is diagnosed;

(R) Reconcile searches for a different variant that best deals with thblpro-at-hand;
(C) Compensate defines and executes a plan that enacts the new variant.

We exemplify how the MDRC cycle works in the fire response aderwhere agentim
is playing role fire chief.
EXAMPLE 2. Jim monitors fire severity and evolution, wind citions, traffic in nearby
areas, as well as retrieving messages from other agentsfifighters and water tanker
truck providers. Jim’s diagnosis would involve verifyindnether the collected information
threatens his goals. For example, if a firefighter notifies d@not comeJim’s goal to
respond to the emergency might be in danger. Jim can reedh@@lsituation by identifying
a new strategy, e.g., relying on water tanker helicoptefsmidtely, Jim may compensate
the nonavailability of firefighters by calling upon the helters.

<<component>> El

Contextual Adaptive Agent

events

<<C0mp0nent>> \ <<C0mp0nent>> B updates
Context Sensor EI _Q Monitor EI _@K\p

<<component>> {I
Knowledge
Base
Current
1 del
goal mode Commitments
status
<<component>> a
Diagnose
Adaptation
<<component>> a triggers <<l§zr:p::§2tn>> a
Commitments Diagnoses pl_
Middleware Rollcy
Commitments
updates

<<component>> EI
Reconciliation Selection

policy
d) Variant Enactment
\r policy

©_ <<component>> El O_ <<component>> E

<<component>> (7 Compensation Plan Library
Context Actuator ©_ Plans

Actions

Commitment
operations

Figure 2. Logical view of the architecture for adaptive agen

The logical view of our architecture is shown in Figure 2. Hrehitecture includes a
number of external components the agent interacts Witimtext sensorare computational
entities providing raw data about the environment the agem in (e.g. to retrieve wind
conditions, temperature, and traffic statu§ontext actuatorsepresent effectors in the
environment that can receive commands that modify the enrient itself, e.g., sirens,
loudspeakers, and door openers.

An essential external component of the architecture@Gommitments Middleway¢he
communication infrastructure that enables agents todotén terms of commitments. The
component allows for asynchronous message exchange beageats through an API
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that triggers a call-back method for every received messafthin this method, the agent
defines how the message is handled according to its inteol@yp Specifically, such
middleware has to support the standard commitment martipnlaperations [Singh 1998].
Below we list some messages the agents would typically exggha

e CreatdC3): Tankerl sends a messagelin wherebyCs is created.

e Declardgtanker service paid): Jim sends a message Tankerl. As a resultCs is
detached and(Tankerl, Jim, T, fire reached by tanker truck) holds.

e Releas€Cs): Jim sends a message Tankerl telling that the truck is not needed
anymore, thus releasing the provider from its commitment;

e Cance(C;): Tankerl sends a messagedim telling that the truck will not be able to
reach the fire, as the truck was involved in a pile-up;

e DelegatéCs;): Tankerl sends a message to another truck provider of a nearby town,
thereby delegating its commitment to reach the fire.

In the next subsections, we detail the core components ddrittatecture that deliver
the MDRC adaptive control loop.

4.1 Monitor and Diagnose

The purpose of thdlonitor component is to detect relevant changes in the physical and
social context. To collect events, this component relie$vam sources: context sensors
provide changes in the environment, whereas the commismaittdleware furnishes the
messages sent by other agents—in terms of commitments opstat

EXAMPLE 3. Jim’s monitor receivesCance(C3) from Tankerl. Such message informs
Jim that Tanker1 is canceling its commitmer@s, presumably due to an unforeseen traffic
jam. Further, Jim’s monitor has received data from a cordersor notifying it that there
has been a car accident in the city center.

The collected data is then provided to ieowledge Baseomponent, which represents
the agent’s current knowledge. This corresponds to cdimgl@ollected data against the
agent’'s goal model and the current commitments. The knayeldzthse provides these
information through interfaceSurrent goal modehndCommitments status

The knowledge base does not analyze whether the agentsayesdt risk. Such activity
is conducted by thBiagnosecomponent. In particular, its role is to determine whether t
currentvariant is adequate to achieve the agent’s goals, if enacted clyri@ctuntime.
While evaluating the adequacy of the current variant, thgridiae component takes into
consideration thadaptation triggerspecified in the agent’s adaptation policy.

Adaptation triggers specify under what circumstances tentishould search for an
alternative variant to achieve its goals. Various typesdafpation triggers exist [Dalpiaz
et al. 2010] including the following:

e Failure. An agent may fail in using its capability (because the @pomding low-
level procedure failed) or another agent may violate a cament. For example,
Jim’s plan to deliver capability “pipe connected” may fail ifetpipe socket is in-
compatible with the plug. The violation of a commitment i®ain in Example 3,
whereinTankerl cancel; (by sending a message), which was patdiofs adopted
variant to extinguish fire.
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e Threat Threats are identified by specific agents on the basis afdlgi policies. A
possible way to detect threats is to exploit risk analysteéues. For example, if
Tankerl sends a message saying it could be late (it has not viola@dihmitment
yet),Jim may interpret that as a threat@g. Whereas commitment failure is publicly
observable, the evaluation of threats may be a matter oft sugpdiny, i.e., one agent
may consider a commitment threatened when another does not.

e Opportunity Here monitored data suggests an opportunity to improvesntiper-
formance. This kind of trigger constitutes an example ofgheactivity of agents,
as adaptation is stimulated by new opportunities rather #sareaction to failures or
underperformance. For instance, if a new water tanker puokiderTanker3 comes
into play and commits to reach the fire in less time—its headgtsare close to the
fire—Jim may check if this opportunity is exploitable. Deciding wihet or not to
adopt a new variant is up to the reconciliation component.

4.2 Reconcileand Compensate

Once the problem at-hand is identified and the root caus@dsagl, the architecture begins
the reconciliation phase. The main activity here is to iderat new variant that is more
likely to succeed than the current one. Specifically,Reeonciliationcomponent takes as
input the diagnoses as well as an agent variant selectiacypahd returns the variant to
be adopted.

After identifying possible variants, the agent has to dederong them. Several criteria
can be exploited and combined, such as (i) minimize costemged as money, resources,
or time; (ii) preserve stability by minimizing change frolmetstatus quo; (iii) maximize
quality, e.g. by considering soft-goals such as perforraasecurity, and risk; (iv) choose
preferred goals and commitments; (v) apply redundancy sarenachievement of critical
goals.

Element AC | CC
hydrant need notified 6 4
pipe connected 17 | 8
Cy 15 | 7
Cy 8 0
Cs 13 | 20
Cy 31 | 16

Table 2. Activation (AC) and compensation cost (CC) for ddltées and commitments

Our architecture exploits a variant selection algorithmat tiakes into account cost and
stability [Dalpiaz 2011]. As shown in Table 2, we associadstovalues to capabilities
and commitments. Activation cost refers to the effort reggiito exploit a capability
and to make/take a commitment. Compensation cost repeefeneffort required to nul-
lify/mitigate the effects of a capability and to canceld@te a commitment. Our selection
algorithm considers the adaptation policy of the agentctvinicludes several factors:

e Variant selection criterisspecify how to determine variant costs that determine se-
lection. Two algorithms are supported: @yerall-costconsiders the overall variant
cost, and selects the variant having minimal total cogtd@ltacomputes delta costs
between a candidate and the current variant.
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e Variant exclusion factorprovide reasons why some variants should be excluded.
An agent might want a different solution to avoid threatenagabilities and com-
mitments. Also, failed capabilities and violated commibitsemight be excluded.

e Compensation cosepresents how expensive it is for an agent to revert/méigse
effects of a capability that is currently exploited and thalt not be in the next
variant. Compensation cost is considered when determivamigint cost, if such
option is in the policy.

e Opportunity thresholddetermines when an opportunity should be adopted. If the
current variant is not at risk, the agent needs a clear ineetd switch to another
variant. If the variant selection strategy is chosen, tmisghold is how less the new
variant would cost, in percentage. If the delta strategyhissen, opportunities are
taken only if their delta is lower than a fixed value.

We illustrate how our cost-based variant selection algoritvorks at runtime to support
agentJim playing rolefire chief (as in Figure 1) in the scenario depicted in Table 1 with
respect to the costs in Table 2.

EXAMPLE 4. Suppos&€; made byTankerl is threatened. This happens becatlseerl
notifies it will be late due to a traffic jamCs is part ofJim’s current variant for godfire
extinguished and the variant is threatened. In response, an adaptataess is triggered
wherein variant selection is based on the delta criterid, tareatened/violated commit-
ments should be avoided.

Jim can currently choose between three variants to extinghisfire:

e V. Exploit his capability forhydrant need notified and getC, from Brigadel to
support goahydrant usage authorized. Bringing about the antecedent Gf will
makeBrigadel unconditionally committed to authorize hydrant usage.

e V5: Make C, to Brigadel to supporttanker service paid, chain the commitment to
C3 so thatTankerl is unconditionally committed téire reached by tanker truck, and
use his capability fopipe connected. Notice that this is the current variant, which is
already partially enacted.

e V3. The same strategy as the previous one, but relie§ omstead ofCs. This
corresponds to makintanker2 unconditionally committed to reach the fire.

Variant V; involves C; and Jim’s capability for hydrant need notification. The vari
ant supportsydrant need notified, hydrant usage authorized, fire hydrant used, andfire
extinguished. To compute the variant cost, activation and compensatistscshould be
considered. The activation costlofdrant need notified is 6; that ofC; is 15. Compensa-
tion cost should be considered for capabifitye connected (8), Cz (0), andCs (20). The
variant overall cost is 49.

Variant V; (Cs3, Co, pipe connected) supports states of affaitanker service paid, fire
reached by tanker truck, pipe connected, tanker truck used, andfire extinguished. Unfor-
tunately, this variant violates the agent’s adaptatioricgol IndeedC; in the variant is
threatened.

Variant V3 (C4, Co, pipe connected) supports the same states of affairslas Cost
computation for capabilities is also the same and adds rto Cost computation for com-
mitments adds the activation cost ©f (31). The only compensation cost to consider is
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that for commitmentC; (20). Indeed (s is in the current variant but not in the analyzed
variant. The variant overall cost is 51.

Jim will therefore choose—according to his adaptation stratelly. The next step is
deciding on how to enact this variant, i.e. defining the cewfkactions to switch from
the current variant t&; . This is the role of th&€ompensatiowomponent, which uses the
selected variant, the agent’s enactment policy, and thetagdans—taken from the plan
library—to determine a course of action. Two types of atongierations are possible: (i)
actions that use actuators in the context and (ii) operationcommitments performed by
sending messages through the commitments middleware.

To enactVy, the architecture needs to carry out several steps. Somiatareled to
reverse the effects of the current variant, others to ehaatéw plan.

1. CancelC, made toBrigadel, and releas@ankerl from commitmentCs. These op-
erations are executed by sending messages through the toemts middleware;

2. Compensate capabilipjpe connected by using context actuators, such as an engine
to retract the water pipe that was already ready to be plugged

3. Carry out some actions to adopt the new variant: use dityar hydrant need
notified (via an actuator such as a phone) to detactand makeBrigadel uncondi-
tionally committed tohydrant usage authorized by sending a message through the
commitments middleware.

5 Discussion

In this chapter we have proposed an approach to agent aidapt&ur proposal applies
to different settings than Kumar et al.’s adaptive agentigecture [2000]. Whereas their
work applies only to multiagent settings where agents aitelwarative, ours supports also
settings where agents are designed by different stakaisade might be competitive. The
core message of our chapter is that, in multiagent systerasardgents are weakly control-
lable,social abstractions-here, commitments—are the mechanisms that make the system
work. In fact, relying on the intentions of other agents &kyj due to their autonomy and
heterogeneity.

A distinguishing objective of our work is to exploit highviel models to represent both
the agent purposes and the social relationships with offgenta (social commitments).
The combined usage of these abstractions makes our promogdlexible. By focusing
on thepurposeof the agent and theeaningof interaction, adaptation guarantees that the
agent meets its strategic interests (its purpose) andractsipliance with its commitments
to other agents. Central to our framework is the notion ofalmlity, the existence of
multiple strategies (variants) to achieve an agent’'s g&&ls have shown how variants are
constructed and presented a cost-based framework thdesrabagent to select the best
variant to adopt.

Future work comprises different research lines: (i) eadtedtion of failures, i.e. the
capability of agents to anticipate failures by adapting; qonsidering quality-of-service
attributes to choose between alternatives; (iii) efficiariant generation algorithms, e.g.
heuristics that generate good-enough variants; (iv) adiaptpolicies that guide the choices
made by an agent throughout its adaptation control loop.
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