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Abstract

Critical Information Systems (CISs) are a special class of information systems where their failures might produce catastrophic effects (e.g., life loss, economic loss, the environment destruction). A lot of efforts have been devoted in literature to improve the quality of CISs along the system development process. However, a major limitation of current approaches is that they consider the system only from the technical perspective and, very often, overlook the social aspects of the environment where the system will operate. Many incidents are indeed caused by factors beyond technical failures, such as abuses of permission or multi-actor (i.e., social) failures (e.g., mistrust, commitment repudiation). Considering interactions between humans and technology allows us to identify a wide range of risks in addition to those emerging from both aspects in isolation.

This dissertation focuses on risk assessment in requirements analysis. We propose the Tropos Goal-Risk (GR) framework comprised of a modelling framework, analysis techniques, a methodology, and a supporting tool. The GR modelling framework is built on the following basic concepts: requirement that the system must fulfil, event that can prevent the fulfilment of requirements, and treatment that protects the system from harms. The framework is equipped with a set of techniques to support the analysis and the evaluation of risks. These techniques are used to verify whether the risk level is acceptable and whether the cost is affordable. To develop a GR model, analysts are guided through a set of methodological steps where they capture stakeholders’ needs, analyse risks, evaluate the impact of risks, and introduce necessary treatments. As a final result, analysts are able to elicit robust requirements to realise the stakeholders’ needs that are feasible to be implemented in a given organisational-setting and have manageable risks. Moreover, such requirements incorporate necessary countermeasures to mitigate risks. All the methodological steps and analysis techniques are supported by a tool. This framework has been proved to be useful in assisting analysts to avoid eliciting risky requirements and also to reduce the number of requirement changes due to the revision of risky requirements or the introduction of countermeasures. Finally, to demonstrate the usability of our framework, we present a number of application of the framework (and its extensions) in several case studies.
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Chapter 1

Introduction

Software systems are increasingly essential to our lives. They play a central role in daily activities (e.g., online shopping, bank transfer) as well as in critical ones (e.g., air traffic management, nuclear power plant control). In critical contexts, system requirements need to comprise: 1) stakeholders’ needs, 2) quality criteria to be satisfied, and 3) acceptable risks for systems’ failures [17]. For instance, an Air Traffic Management (ATM) system must be able to control and to monitor air traffic and, besides this, it must fulfil the quality criteria of being 24/7 availability. Unfortunately, there are some situations where the systems fail in fulfilling such requirements. Hence, the stakeholders need to specify the acceptable risk, such as the system may fail twice per year with a maximum outage time of 10 minutes for each failure. Moreover, analysts should not only prevent failures, but also foresee the actions (e.g., fail-safe measures) to be taken in case of failures. In this way, both the system users and the environment would still be safe [179]. For example, in case of broken radars Air Traffic Controllers (ATCOs) need to manually maintain safety separation among aircraft.

In [192], Sommerville categorises critical systems into three classes: safety-critical systems where failures result in life loss, or environment damage (e.g., nuclear plant management system); mission-critical systems where failures obstruct goal-directed activities (e.g., spacecraft navigation system); and business-critical systems where failures cause economic loss (e.g., bank accounting system). For these systems, Security and Dependability (S&D) are considered as the most common desired quality attributes. Security is defined as the preservation of confidentiality, integrity, and availability of information under attacks [106], while dependability concerns about availability, reliability, integrity, safety, and maintainability of the system against failures [17]. Moreover, an S&D system should be able to deliver trusted services and prevent failures beyond an acceptable level.

Analysing requirements for CISs is a complex activity, since it must consider the entire a socio-technical setting where human agents are tightly coupled with technical systems. For instance, in [197] the author presents how elder cares are provided by means of pervasive computing technologies. In such a system, performances closely depend on the reliability of pervasive sensors and the perceptiveness of staffs in responding to changes in elderly people. Considering human activities in a CIS has the advantage of making the system more flexible and adaptable to external events (e.g., response on a cardiac-arrest of an elderly patient, mitigation to an incoming attack). However, they may also cause some failures as reported in [152] (e.g., staffs on strike, mis-entry the prescription). To assure better performances of a CIS, analysts should consider risk (i.e., uncertainty) from both the social and technical aspects of the system since early phases of the system development. In other words, analysing CISs as Socio-Technical Systems (STS) will results in a better quality of requirements because it considers not only technical issues but also the social aspects of the environment in which the system will operate. For example, an
employee strike, which is not a technical risk, may disrupt the availability of the system in its business context.

An STS is considered as a complex network of interrelationships between humans and technical systems that includes users, stakeholders, regulations, hardware, software, and data [170]. Considering both humans and technical aspects also allows analysts to realise the secure-by-design principle where the system is designed to be secure from the beginning and not treated as systems’ patches. For instance, to reduce the risk of frauds analysts may design and introduce some procedures/processes (e.g., assessing loan, approving loan) to be performed by different actors (i.e., segregation of duty). Finally, considering the socio-technical dimension also prevents analysts from eliciting risky requirements, and consequently minimises possible requirements changes.

### 1.1 Problem Statement

As discussed above, in order to develop CISs from a socio-technical perspective, we should be able to assess risk during the analysis of stakeholders’ needs/requirements. In addition, we have to detail how requirements can be operationalised; then identifying relevant risks and consequent countermeasures to be adopted in order to protect the fulfilment of requirements.

Traditionally, in software engineering, risk analysis relates to the risk associated to a software project and not to the software system [29], or at most risk is considered during the design phase of the software development lifecycle [214]. In other words, risks are identified and evaluated against the design and not against the earlier software development artefacts (e.g., business objectives, stakeholders’ needs, software requirements). Such an approach can result in a situation where design modifications are required in order to adopt specific countermeasures that, in turn, might cause further problems, such as the inconsistency of the design or the contradiction of stakeholders’ requirements. Considering risk analysis as an integral part of the requirements analysis can reduce the necessity of introducing design modifications and, possibly, the revision of stakeholders’ requirements.

Recent works have tackled the problem of considering risk in the early phase of system development based on two most common approaches: i) focusing only on technical systems (e.g., UMLSec [116], Fault Tree Analysis (FTA) [100], Failure-Modes Effect and Criticality Analysis (FMECA) [205]); ii) general information system frameworks including the human components (e.g., ISO 27001 [105], CORAS [64], COSO-ERM [58], COBIT [200], ITIL [154], and some i*-based frameworks [137, 141]). Moreover, most of risk analysis frameworks (e.g., CORAS, ISO 2700X, FTA, FMECA) concentrate in analysing risk from a single point of view. This approach is over-simplistic since an organisation is not a self-aware entity, which is subject to some risks. As illustrated by Holton in [94], an organisation has to be considered as a conduit pooling risks of all members of the organization itself. This implies that the organisation’s reaction against risk should consider the subjective perception of each member and not limit the analysis, for example, to the business perspective of managers and leaders (e.g., CEO).

The problem of limiting to a single perspective is that some members in the organisation might have a different perception toward risk and then, as described in [220], act differently from what was defined in the organisation’s strategies. For instance, Air Traffic Controllers (ATCOs) believe the system is at risk in guaranteeing safety operations of air traffic management, even if technical staffs argue that the countermeasures have significantly reduced risks. This situation might occur because the ATCOs are not aware with any countermeasures deployments, or in ATCOs’ viewpoint the countermeasures are

\[1\] To avoid confusion, from now on, the term “system” refers to the notion of STS and for the technical aspects we refer as “technical system”.

\[1\]
ineffective mitigation, or ATCOs simply do not trust technical staffs in operating the countermeasures.

Analysing risks from a multi-actor viewpoint allows analysts to assess the risk level perceived by each actor and, possibly, to assess risks originated from dependencies among different actors, especially at the absence of trust relations (e.g., delegation enforced by regulation/policy, the only way to fulfil the objective). For an example, we depend on a postal service for handling the shipment of our internet purchase as requested by the e-shop. If we trust the postal service, then we perceive the risk of mishandling is low, otherwise we might perceive a higher risk.

1.2 Research Contribution

The thesis presents an integrated framework, called the Tropos Goal-Risk (GR) Framework, that enables analysts to consider risks since the early phase (i.e., requirement analysis) of the system development. The framework is comprised of a conceptual modelling framework, analysis techniques, a methodology, and a supporting tool. Analysts are guided by a set of methodological steps towards the risk assessment during the requirements analysis phase. The analysis is based on GR models founded on the following basic concepts: requirement in which the system need to provide for the organisation, event that can prevent the fulfilment of the requirement, and treatment that protects the system from harms. Analysis techniques are used to verify properties of GR models (i.e., whether the risk level is acceptable or whether the cost is affordable). The tool is built to support the work of analysts in developing and analysing GR models. As final result, analysts elicit requirements that have a manageable risk and feasible to be implemented in a given organisational-setting. Note that the requirements also include countermeasures.

The GR modelling framework is developed to support risk analysis at the organisational level. It allows analysts to capture risks beyond the technical aspect of a software system. For instance, the risk of an immediate increase of air traffic cannot be considered as a technical failure, but it can however disrupt the business of an air traffic management service. Ideally, requirements should consider and possibly prevent such a risk. Another particularity of the framework is that it is able to support analysts in assessing risk as actual and perceived risk. In the actual risk assessment, analysts assess the risk level that an organisation is exposed to, while the perceived risk assessment aims at assessing the perception of each member of the organisation by considering its mental states (e.g., risk tolerance, expectations, etc.) and its trust relations towards other members. Notice that sometime there are discrepancies in the results from both assessments. For instance, from the actual risk assessment the ATM system is concluded to be very reliable, while ATCOs, however, still perceive a high risk. By comparing both results, analysts can identify such discrepancy and (if necessary) fix it so to prevent the degradation of the system’s the performances. It is because such a situation can cause a stress to ATCOs since they may perceive a high risk, though it is not real; or in other settings ATCOs may behave carelessly because they believe the safeguards will take care of all their errors.

Note the fact that we consider risk analysis as part of the requirement analysis does not imply we don’t perform risk analysis in later phases of system development (e.g., design, implementation, and deployment). As in [153], problems and solutions analysis are a weaving process because some problems can be only materialised after we commit to a particular solution. The same principle is applied here; one may discover new risks or refine identified risks into more precise forms as soon as the details about the system are specified.
1.3 Structure of the Thesis

This thesis is organised as follows:

Chapter 2 presents an overview of the State-of-the-Art (SoA) related to the risk analysis for critical information systems in a socio-technical context. It starts from revisiting the notion of system theory, and particularly in the area of Organisational Theory and Socio-Technical Systems (STS) Theory. Understanding of these theories is critical since it shifts the paradigm how we perceive and analyse IT systems. Moreover, the review of organisational theory is crucial to understand the behaviour of an organisation and its members in facing risk; the STS theory explains how social and technical aspects are interrelated to form a system and deliver its features. It then continues by reviewing the SoA in Software Engineering in dealing with risk during the engineering process, particularly requirement phase. It also examines the pre-eminent proposals in Security and Dependability Engineering since security and dependability are considered to be the main quality attributes for critical information systems. At last, the chapter presents a comprehensive review of the state-of-practices in IT Governance, which have been mainly used to develop IT systems (i.e., business-critical systems).

Chapter 3 details the problems and challenges addressed in this thesis. Though risk is considered as one of the most prominent problems that humans have faced [24], this concept is still yet unique and not well understood for the modern era. The complexity of information systems (i.e., socio-technical setting, information is intangible) makes this situation even harder. It also illustrates some particularities of risk in IT domain. It then continues to explain the approach taken by us to resolve the problems. Moreover, it explains the underlying works of this thesis, and finally details the research contribution of this thesis.

Chapter 4 introduces the Tropos Goal-Risk modelling framework. It starts from clarifying the notion of risk considered in this thesis. It then explains in detail the basic concepts of the modelling framework which are the adaptation from $i^*$ [226] and SI* [230]. Essentially, those concepts are structured into three-layers conceptualisation (i.e., value, event, and treatment) following the idea of the Defect Detection and Prevention (DDP) [56]. Moreover, along with the explanation we present their graphical representation and their usages using the Air Traffic Management scenario. The chapter also highlights the benefits, in terms of expressiveness, that one can benefit from modelling requirements and risks using the Tropos Goal Risk modelling framework.

Chapter 5 details a set of analysis techniques for a Tropos Goal-Risk model. In fact, these techniques are important for analysts to verify some properties (e.g., risk level, cost) and to assist analysts in improving the model (i.e., so that the risks are acceptable). It starts from formalising the GR constructs in a formal framework. Essentially, the formalisation is developed adapting from the Dempster-Shaffer (DS) Theory of Evidence [182]. The DS theory is chosen because apparently it is better in dealing with subjective inputs even compared to the Bayesian Theory [183]. This feature is essential since often risk analysis in CISs development is conducted under incomplete knowledge and objective evidence. Basically, there are two main analysis techniques: forward reasoning adapted from [80], which computes the risk level based on a given inputs, and backward reasoning adapted from [181], which elicits a set of treatments to mitigate the risks for a given constraints (e.g., maximum cost). Both techniques are implemented in terms of automated reasoners.
1.3. STRUCTURE OF THE THESIS

Chapter 6 describes the Tropos Goal Risk methodology. It presents a set of methodological steps to assess risks along the requirement analysis. The process starts from identifying requirements to satisfy stakeholders' needs. It then continues by identifying and analysing risks that can obstruct the requirements. It then assesses the risk level, and if it is below the risk tolerance defined by the stakeholders then the modelling process is finished. Otherwise, analysts need to introduce some treatments to mitigate the risks. These steps continue until all risks are acceptable by the stakeholders. Moreover, the chapter also indicates some crucial points in each step of the methodology.

Chapter 7 - Chapter 9 present the application of the framework in several case studies from various domain applications. Chapter 7 demonstrates how to perform risk assessment in an organisation. Chapter 8 demonstrates the usage of proposed analysis methods in forming an organisational-setting. In this chapter, we assume that there is no such organisation-setting at the beginning. Analysts here are responsible to explore possible organisation-settings and come up with the one that is not risky. The chapter explains how the GR framework works incorporated with the planning technique [41] to elicit an organisation-setting that has the acceptable level of risk. Chapter 9 demonstrates the possibility of encoding the GR framework in the knowledge and deliberation process of an autonomous agent. This effort enables the agent to perform risk assessment and to (re)act avoiding/against unacceptable risks by selecting additional countermeasure.

Chapter 10 concludes the thesis, with a summary of the main contributions and a brief discussion of potential future research and extensions.
Chapter 2

State of the Art

This chapter reviews the state-of-art related to risk assessment in IT systems engineering. We start from revisiting the paradigm of socio-technical systems (STS) [202]. Essentially, this paradigm shifts the perspective from perceiving an organisation as a social aspect and a system as merely technological artefacts to analysing both aspects as a whole. Considering interaction between humans and technology in an organisation allows us to identify a wide range of risks in addition to those emerging from both aspects in isolation. We show how some classes of failures cannot be identified when social and technical aspects are considered separately (e.g., conflict of interests, repudiation of commitments) [34]. Then, we give an overview about risk assessment in Security and Dependability (S&D) engineering and software engineering. In addition, we review the state of practice on the area of IT governance, which is commonly used by practitioners to manage IT systems so that in-line with the business objectives of the organisation.

2.1 System Theory

In this section, we review the notion of socio-technical systems starting from its origin, System Theory [35, 216]. We then review in-depth the two specific developments of the system theory: organisation theory [169] and socio-technical theory [202]. These studies helped us to understand the nature of an organisation and how an organisation should perceive technical systems.

System theory is originated from the work of biologists in trying to understand how organisms function, live, and interrelated forming an ecosystem [18]. System theory, particularly General System Theory (GST), studies the phenomena in an organisation, such as independence among the components, type, and spatial-temporal scale of the existence of some entities [35, 217]. It also aims to identify the common principles of complex entities (e.g., enterprises, ecosystems, colonies), and to develop the models, usually mathematical ones, which can be used to describe them. In [217], von Bertalanffy argues that scientific observations are often subject to the isomorphic law where not only general aspects, structures, and viewpoints are alike, but some observations may share the same mathematical model. For instance, John Nash discovered Nash’s Equilibrium theory that was inspired by the movement of birds. This theory later gained an acceptance in economy because it explains some phenomena in stocks trading. GST aims at investigating the formulation and deduction of basic principles, which are valid for systems in general. System, in GST, is defined as complex interacting component where each interaction can be seen as a particular type of relations among components. In other words, a component can have different behaviours depending on the relation in which it is involved.
Socio-Technical System is a paradigm for analysing a system as a whole \[202\]. This paradigm emerges due to the odd phenomena in the coal mining where the productivity failed to increase following the increase of mechanisation. Trist and his postgraduate students, discovered a new paradigm for designing the works/responsibilities of each component in the system \[202\]. This paradigm investigates the requirements and the relations between social and technical aspects of the system. Moreover, to improve the design one should start from analysing the primary objectives of the system, and then designing the responsibilities for each individual with considering their respective motivations. One study \[202\] suggests us to organise individuals into several groups, and to assign them some responsibilities and let them to have a significant degree of control. Essentially, this principle is in-line with the principle of self-regulation in cybernetics \[18\]. Moreover, Trist in \[202\], presents a set of new design principle which is best suited for designing an STS: (i) joint optimisation instead of imperative based, (ii) innovation instead of risk aversion, and (iii) man as complementary to the machine instead of man as an extension of the machine. Finally, the development of a system should be brought at the level of macro-social (i.e., larger than a single organisation) since the system affects entities beyond the organisation. The initiatives to have community-based socio-technology endeavours (e.g., eco-green technologies) and networks (e.g., networks of excellence) are some of the examples of bringing the system in macro-social situations.

Organisational Theory/Behaviour emerges as a discipline that studies the impact of individuals, groups, and structures on behaviours within an organisation. In fact, an organisation is one form of a system (i.e., a coordinated social unit) that is composed of two or more individuals who intend to achieve common goals by means of relatively continuous interactions \[169\]. This discipline also aims at gathering knowledge and applying it towards the improvement of productivity (in terms of effectiveness and efficiency) in an organisation. As such, the organisation can achieve the goals by transforming inputs to outputs at the lowest cost. Essentially, organisational behaviours are shaped by the behaviours at group and individual level that interact one to another following defined constraints (e.g., policies). Though groups are composed by individuals, the group behaviour might be completely different from the behaviour of each constituent as illustrated in the Wisdom of Crowds \[198\]. In \[169\], Robbins presents the model depicting how the behaviour of an organisation is formed and influenced by its surroundings (e.g., individual behaviour, group behaviour, organisation design-structure, power & politics).

### 2.2 Security and Dependability Engineering

Security and Dependability are considered as the most important properties of critical systems (e.g., power plant, air traffic management, bank system) \[192\]. Dependability essentially is a system quality/property concerning availability, reliability, safety, and maintainability \[17\], while (information) security is defined as a quality of being able to preserve the confidentiality, integrity and availability of the (information) systems under attacks. In addition, other properties, such as authenticity, accountability, non-repudiation, and reliability are often also considered \[106\]. In this section, we review prominent works that have been proposed in the area of security and dependability engineering. Particularly, how they address issues related to risks.

#### 2.2.1 Failure Modes, Effects, and Criticality Analysis

Failure Modes, Effects, and Criticality Analysis (FMECA) (or often called FMEA) \[205\] was developed in the 50’s by reliability engineers to determine problems that could arise from the failure of military
systems. It is also used to identify and assess potential failures, their effects to the system, and countermeasures to mitigate the failures. FMEA considers how each component fault (called also failure mode) can result in system failures and ensures that the appropriate countermeasures are in place. Essentially, FMECA is the extension of FMEA with an addition of defining criticality of failure modes in terms of quantitative measures instead of qualitative ones. Steps of FMECA can be considered as follow:

1. define the system - it defines goals, functionalities, and boundaries of the system. It helps to define the failure modes that can occur in the system;

2. define problem of interests of the system - it defines categories of problem that could arise in the system. For instance, the categories are reliability problems (e.g., getting wrong position of the aircraft), safety problems (e.g., getting incorrect air pressure). These categories limit the analyst from exploring irrelevant failure modes;

3. decompose the system into smaller elements - this task can be done following two approaches: component based or functional based. The component based is more suitable when the component of the system can be uniquely identified (i.e., usually it is applied to analyse the infrastructure of the system). The functional based approach is normally used when the components cannot be uniquely identified (e.g., organisational structure) and many components have overlapped functions in the system;

4. identify potential failure modes of each component of the system. As an example, radar systems can produce the wrong position of aircraft;

5. evaluate each potential failure mode against the problem of interest of the system. There are several aspects that are critical during the evaluation, such as effects, causes, likelihood and severity of the failure mode, and the probability of countermeasures fail in mitigating the failure mode.

In FMECA, each failure mode/risk has an attribute, namely Risk Priority Number (RPN) that is calculated on the basis of probability of risk, severity/effect of risk, and detectability of risk. RPN is used to prioritise which failures modes/risks are critical and need more treatments to mitigate them. Although FMECA is very effective to analyse various failure modes, this technique suffers from several limitations. FMECA is concentrated more on the failure modes that are originated from infrastructure faults. Human error analysis typically is performed as an extent when they can lead to the infrastructure faults. Deviations from normal operations, that do not produce infrastructure failures, are often overlooked. FMECA analyses component faults one by one, and sometimes overlooks in analysing the combination of components faults. Moreover, it could not model the system failure that is caused by external events (e.g., natural disaster). FMECA just supports one view of the service failures. However, in reality each service failure has different consequence depending on the operational mode. For instance, in Air Traffic Management (ATM) the failure of “Radar By Pass System” (RBP) would not lead to severe situation because the ATM typically runs in a redundant “Radar Data Processing” (RDP) mode. However, this assumption is not valid anymore when all RDPs have failed; the failure of RBP can result in catastrophic consequences.

2.2.2 Fault-Tree Analysis

Fault Tree Analysis (FTA) \cite{100, 196} is one of the most commonly-used techniques in reliability engineering. It determines various combinations of hardware and software failures, and human errors that
could lead to the occurrence of undesired events/failures (called top events) at the system level. The modelling starts from identifying system failures. Each failure is analysed on its own fault tree and refined into more detail events and end up with undevelop/external events (called leaf events). FTA visually models logical relationships among events (e.g., infrastructure failures, human errors, and external events) that could lead to the system failure. The logical relationship is represented by several types of logical gates [100], such as AND, OR, XOR, NOT gates. Additionally, there are some relationships (e.g., redundancy and inhibit) that also govern the occurrence of an event that can affect the system.

Through this model, analysts can obtain minimal leaf events that could lead to the occurrence of system failures (called minimal cut-set) which is useful to ensure the safety of the system. Moreover, the model can show how to prevent the failures from happening by negating the minimal cut-set (called minimal path-set). Minimum path-set can be seen as a means to prevent the occurrence of failures by preventing the minimal leaf events to occur. The main goal of FTA is to assess the likelihood of the system failures/top events based on the likelihood of leaf events. The results can be used as an input to improve the system, in terms of safety and reliability. One method of doing it has been presented by [Bedford and Cooke in [21], using the probability calculus as underlying theory. Notice that this approach has also been adapted for analysing faults in software systems [69, 74, 91, 92], analysing threats [92] or attacks [178].

Although FTA has demonstrated its effectiveness to model how combinations of events/component failures/human errors can lead to the system failure. It has notable limitations: narrow focus (i.e., each FTA examines only one specific accident of interest, to analyse other types of accidents, other fault trees must be developed); and the detail level of the tree is closely related to the analysts (i.e., there is no strict guideline defining whether an event is already detailed enough or not).

2.2.3 Probabilistic/Quantitative Risk Analysis

There have been several frameworks to analyse risks quantitatively, for instance Probabilistic Risk Analysis (PRA) [21] from reliability engineering area, and Quantitative Risk Analysis (QRA) [218] in the economic area. Essentially, both works uses the Kolmogorov probability theory [171] as underlying mathematical theory.

In both approaches, risks are defined as (negative) uncertain event (e.g., threats and failures) quantified with two attributes: likelihood and severity. Risks are prioritised using the notion of “expectancy loss” which is the product of its likelihood and severity. Priority here reflects the criticality of an event. When resources are limited, analysts may decide to adopt countermeasures for mitigating events according to their criticality. Alternatively, to rate the risks (i.e., threats), Microsoft refines both parameters into finer parameters: Damage potential, Reproducibility of threats, Exploitability of threats, Affected users, and Discoverability (DREAD) [145]. Moreover, Vose in [218] argues it is critical to distinguish between variability (i.e., resulted from random variables) and uncertainty (i.e., resulted from the lack of knowledge) during risk analysis for a better assessment.

Both approaches suggest us the use of objective data and avoid as much as possible the subjective one. The presence of subjective data (e.g., experts’ judgement) can result in the assessment being more imprecise and prone to subjectivity. However, to mitigate these issues we can adopt some techniques to gather “good” opinions from experts (e.g., uncertain judgements [155], Bayesian combinations [21], experts’ probability distribution combination [53, 218]). Moreover, even when analysis is done using objective data, it still does not guarantee that the assessment is free from uncertainty. In fact, both works suggest several techniques to quantify the uncertainty in the assessment (e.g., statistical methods, Bayesian method, bootstraps).
2.2.4 Bayesian Belief Networks

Bayesian Belief Networks (BBN) actually is not a model that is specifically built for risk/reliability modelling. It is a mathematical model to depict interrelation of several events by defining the conditional probability between events. It has been well used in artificial intelligence area to reason under uncertainty. Basically, BBN is a Directed Acyclic Graph (DAG) where vertex represents an event that can occur, and edge represents the relation of conditional probability between events. This model helps to define the joint probability distribution of several events. For example, there may occur: radar malfunction, earthquake, raised alarm, assigned task force for repairing. Earthquake is the root event because there is no other event that influences the occurrence of earthquake. The earthquake occurrence probably will cause radar malfunction and raise the alarm. Radar malfunction can be caused by other circumstances besides earthquake, and it will also raise the alarm. Once the alarm is raised, a task force is assigned to repair the malfunction. All these relationships are depicted in Figure 2.1. For a given model, analysts can compute the probability of an event (depicted as vertex) as demonstrated in various frameworks.

An event that gives direct contribution to another event is called parent event (i.e., Radar Malfunction and Earthquake are considered as parent events for the event of alarm raised). Each event has complete values of the conditional probability with respect to the occurrence of its parents. For instance, probability of radar malfunctions when the earthquake occurs. Based on those data, it is possible to calculate the probability of any circumstance involving several events that are categorised as a failure (e.g., alarm is raised when there is no earthquake nor radar malfunction, there is no assigned task force when the alarm is raised). This model is very helpful to quantify joint distribution of several events. However, some frequentists argue that the probability value should be obtained from long-observation of random process. They also deny the correctness of the Bayes theorem, because Bayes allows us to represent probability as a degree of believability (i.e., not based on the long-observation). As we notice BBN represents the model as a DAG which cannot capture the situation where there is a vicious circle among the events, such as event A triggers event B and event B triggers event C and event C triggers event A.

In the area of dependability engineering, this model is used to combine the probabilities gathered from experts’ judgement. Moreover, BBN can be used to assess the safety level of a safety case. In [95], the authors demonstrate how benevolent a BBN is in assisting the development of a secure system, by computing risks, and finally how to derive the Return of Security Investment from it.

2.2.5 CORAS

CORAS is a research and technological development project under Information Society Technologies (IST) Program that is aiming at developing a framework for risk analysis of security critical systems.
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It is developed following standards (e.g., AS/NZS 4360:1999 [16] and ISO 17799:2000 [103]). The CORAS risk management process consists of the following steps:

1. context identification, by selecting usage scenarios of the system;
2. risk identification, which tries to identify the threats based on scenarios and the vulnerabilities of these assets;
3. risk analysis, which assigns the values (impact and likelihood of occurrence) to identified threats;
4. risk evaluation, which identifies the risk level of each threat;
5. risk treatment, which addresses the treatment of considered threats.

These steps are done in three different levels of organisations: decision maker (e.g., CEO, shareholders) where strategic objectives are set, entry level (e.g., general managers) where the analysis is done in high-level abstraction, and full level (e.g., plant manager) where risks are analysed in-depth. Along these steps, analysts must monitor, review, and communicate their findings across the organisation.

Moreover, CORAS is open to work together with related frameworks (e.g., FMECA, FTA, Hazard and Operability (HAZOP) [122]). The guidelines for choosing and integrating these frameworks into CORAS steps has been presented in [55, 85]. The methodology has already been tested in some security systems (E-Commerce and Telemedicine). CORAS also proposed a language to perform risk assessment and implemented as UML profile [157].

2.3. Software Engineering

We review the most relevant works in the area value-based software engineering (VBSE) [27] and agent-oriented software engineering (AOSE) [39]. These two areas of software engineering are particularly relevant for CISs and STSs in that they are able to capture critical and social aspects of a software system. VBSE proposes the notion of value as the main driver directing the overall process of engineering. AOSE studies how to develop a software system by modelling the system as an agent society where each agent interacts one to another providing the system features. We additionally review the two major approaches in requirement engineering (i.e., goal-oriented and domain-oriented), and their extensions for handling security concerns. Last, but not least, we conclude reviewing some extensions of UML [178], as a software modelling language, to deal with security.

2.3.1 Value-Based Software Engineering

Value-Based Software Engineering (VBSE) [27] emerges as a response to the fact that much research and practice in software engineering treats every requirement or use case equally important. In reality, some requirements are critical for organisations and the others are considered as secondary requirements. VBSE aims at adapting the value perspective into existing or emerging principles and techniques in software engineering. They span from requirement engineering, architecture design, design-development, risk management, quality management, and people management. This approach is build over seven basic principles [28, 30]:

- Benefit Realisation Analysis - determines and coordinates other initiatives, apart from IT development ones, required for the organisation to realise the potential benefits of IT systems;
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- Stakeholder Value Proposition Elicitation and Reconciliation - identifies value propositions that are interested by stakeholders and, possibly, reconcile them in case they are in conflict or there are limited resources to realise them all;

- Business Case Analysis - determines the business value of IT systems in terms of costs, benefits, and their Return of Investment (ROI) across the organisation;

- Continuous Risk and Opportunity Management - manages Risks and Opportunity of IT systems across its lifecycle;

- Concurrent System and Software Engineering - defines a process model for engineering the system and software that enables the engineers to engineer software or services concurrently and continuously;

- Value-Based Monitoring and Control - ensures a software project results in a product that has earn-value according to the organisation expectation;

- Change as Opportunity - aims at engineering the change to create some opportunities. Often, organisations perceive changes as additional costs of rework due to the flaw in requirements. However, it is not completely valid because some changes create new opportunities that are impossible before. For instance, the emergence of web-service leads some organisations to change its IT architecture, and it creates an opportunity for organisations to assemble new services easily to meet the new trend in the marketplace.

In [27][83], there are several software engineering practices that have been adapted to this paradigm (e.g., stakeholders’ value elicitation, measurement and decision making technique, requirement analysis driven by risks, requirement selection, software testing) and also their applications in some developments of software system.

2.3.2 Agent-Oriented Software Engineering

Agent-Oriented Software Engineering (AOSE) aims at developing a software system, called Multi-Agent System (MAS), by modelling the system as an agent society. The system features manifest from the interaction among agents in the society. Several AOSE methodologies have been proposed in the literature. In this section, we will review some of them, namely GAIA [229] and OperA [66] that put emphasis in designing an agent society/organisation. However, one considers Tropos and KAOS in this category, but in this thesis we consider them as requirement engineering frameworks. Notice that most of the works in AOSE have not addresses the issues related to uncertainty and risks in particular. However, this field has developed several frameworks that model and analyse systems as societies of social and technical agents.

GAIA

GAIA [229] is considered as the first AOSE methodology that explicitly uses the analogy of human-based organisation. Organisations are modelled as a collection of interacting roles, which are defined in terms of responsibilities, permissions, activities, and protocols. Responsibilities captures expected behaviours of a role, and permissions are the entitlement to perform its responsibilities. Activities are units of action that a role can perform (i.e., without involving another role), and protocols define the interaction between roles or actions that involve other roles.
As in human organisation, an agent can play several roles at the same time. The notion of a role here gives an agent a well-defined position in the organisation, with an associated set of expected behaviours and their permission. To accomplish their roles, agents typically need to be able to perform some actions/activities or to interact with each other to exchange knowledge and to coordinate their activities. These interactions occur according to patterns and protocols imposed by the role itself. Additionally, a MAS is required to specify the environment where the agents interact to accomplish their roles. To specify the environment, one needs to determine all entities and resources that the MAS can exploit, control, or consume when all agents work achieving the organisational goals.

Though role and interaction models can be useful to describe an existing organisation, they lack in defining relationship between constructs (e.g., general relationships between roles, between protocols, or between roles and protocols). This motivates the introduction of the notions of organisational rules and organisational structures. In fact, the analysis of MAS should identify the constraints that an actual organisation needs to respect (i.e., norms). A role model implicitly defines the topology of the interaction patterns and the control regime of the organisation’s activities. All of these are meant to define the overall architecture of the MAS organisation (i.e., organisational structure).

**OperA**

OperA methodology \[66\] aims at designing a model for organisations that support dynamic and autonomous interaction. The model is useful to understand agent societies in an organisation, since it uses organisational concepts, collectivist view of the environment, and uses the agent paradigm to provide a way to view and characterise intelligent systems. The main focus of this work is designing the environment where agents interact. Ideally, the environment has a balance that can be found between the autonomy of agents, their coordination needs, and the environment expectations.

OperA proposes of a 3-layers model to capture roles, goals, and interactions within the organisation:

- Organisational Model - describes a social system from the organisation perspective. It describes the aims and concerns of the organisation with respect to the social system. All of these are captured in terms of roles, interaction scripts, and social norms;

- Social Model - defines the activity of independent agents. In other words, it details the organisational model with specific agents mapped to roles through a social contract. Social contracts represent explicitly expectations on the behaviour of agents within the society;

- Interaction Model - describes activities of an agent society. They are described as interaction contracts, which are the agreements between role enacting agents (specified in the social model) concerning the enactment of interaction scenes (specified in the organisational model).

This framework is provided with a formal framework representing the contract, based on deontic temporal logic. It allows a realistic representation of the domain (in all models) formally and to verify them.

### 2.3.3 Goal-Oriented Requirement Engineering

In this area, we mainly consider the works that are originated in KAOS \[61\] and i*/Tropos \[38, 226\]. However, the details of i*/Tropos will be presented in Chapter 3 since it is one of the underlying work of this thesis.
KAOS

KAOS, a goal-oriented requirements engineering methodology, has been proposed aiming at modelling not only what and how aspects of requirements, but also why, who, and when [61]. KAOS has already been extended beyond goals, by defining constraints and obstacles that can be seen as boundaries in requirement analysis [210]. A constraint is formulated in terms of objects and actions that are available to the agent, and an obstacle is an undesirable behaviour. In addition, KAOS introduced the notion of anti-goals as goals associated with malicious stakeholders, such as an attacker [209]. In other words, obstacles can be seen as unintended risks, while anti-goals are threats or intended risks. These features make KAOS suitable for analysing requirements for secure and dependable systems, since security deals mainly with malicious intent (captured by anti-goals) and dependability addresses random events that can result in failures (captured by obstacles). In [210], the authors present a collection of techniques for deriving obstacles systematically from goals and domain properties, and also resolving the conflicts between obstacles and goals. The methodological steps of developing a KAOS model are described as follow:

1. acquire goal structure through AND/OR Graph of goals and identify the concerned objects of the goals;
2. identify potential agents and their capabilities by defining actions;
3. identify obstacles to the goals;
4. define the obstacles resolution;
5. operationalise goals into constraints and residual obstacles;
6. refine objects and actions for goal fulfilment;
7. derive strengthened actions and objects to ensure constraints;
8. identify alternative responsibilities;
9. assign actions to responsible agents.

KAOS uses temporal logic to specify concepts, like agents, actions, obstacles, and constraints. This facilitates formal reasoning to verify and validate models.

Obstacle and anti-goal can be considered as risk, since both are undesirable behaviours. In [210], they demonstrate how to derive the obstacles from the goal structure and to ensure the completeness of obstacles with respect to the goal structure and its domain. This technique assumes a complete knowledge to define the domain of the goal, which is hardly to meet in the reality. The methodology, also, introduces the guidance for defining obstacle resolution to mitigate and, possibly, eliminate obstacle. Though we can represent a risk as an obstacle/anti-goal, two mandatory properties of risk (i.e., likelihood and severity) are still missing. However, the obstacle concept and all related analysis (obstacle identification, obstacle resolution) are useful to enrich the notion of risk in our framework. Moreover, Boness et al., in [31], proposed a framework to assess risk a given requirement model (i.e., a goal graph). The risk of each goal is quantified in four factors: the environment assumptions, the achieve-ability of the implementation of the requirement, the integrity of the refinement, and the stakeholders’ mandate. The framework results in the risk profile of each requirement and depicts which requirements that are safe or can be proceeded with caution or should not be proceeded. However, the correctness of this framework closely depends on
the integrity of the assessors, and moreover, it does not provide the guidance to resolve a situation where a requirement is too risky and should not be proceeded.

*i*/Tropos

*i*/Tropos \[38, 226\] is requirement engineering methodology that models and analyses requirements both the system-to-be and its organisational environment. *i*/Tropos uses the concepts of actor, goal, task, resource, and social relationships to capture stakeholders’ intentions in an organisation. To address security issues, several approaches have been taken by several researchers. For instance, Mayer et al., in \[141\], extends the *i* modelling framework to analyse risk and security issues during requirement analysis. The framework models business assets (including business goals) of an organisation and assets of its IT systems (such as architectures and code). Countermeasures are then selected to mitigate risks, thereby ensuring that risks will not affect any assets severely. Liu et al., in \[137\], propose a methodological framework for security requirements analysis founded on *i* \[226\] and the Non-Functional Requirement (NFR) framework \[52\]. In particular, their analysis explores alternative designs and evaluates them on the basis of threats, vulnerabilities, and countermeasures.

Unlike both proposals, Giorgini et al., in \[82\], propose Secure Tropos introducing new additional concepts that are specific for security: permission and trust. In this way, a model can capture not only the objective and capability of actors, but it also the entitlement of an actor and the ownership of artefacts (e.g., goal, task, resource). Secure Tropos supports the notion of delegation to transfer objectives, entitlements, and responsibilities from an actor to another. Trust is a relation between two actors representing the expectation of one actor (the trustor) about the capabilities and behaviour of the other (the trustee). In fact, trust is the mental counterpart of delegation/dependency therefore trust is typically necessary for delegation. However, there could be the case where a delegation is done without trust, hence it may carry risk. Secure Tropos introduces the concept of monitoring as replacement of trust. In other word, an actor (the monitor) is appointed by the delegator to monitor whether the delegatee will not misuse the artefacts and fulfil assigned obligations. Delegation, trust, and monitoring have been refined by distinguishing between relations involving permission over the entitlement of artefacts and relations involving execution (obligations) to fulfil particular artefacts \[81\]. Moreover, the authors, in \[148\], propose a refinement the notion of dependency with some “security constraints” that should be fulfilled (i.e., either by the delegatee or the delegater) to ensure the security of the system.

2.3.4 Domain Oriented Requirement Analysis

In requirement engineering, domain oriented is another approach for eliciting requirements \[110, 199\]. Unlike goal oriented, this approach aims to understand problems in the domain (i.e., world) and structure the knowledge resulting from the analysis. The results are then used by analysts to develop the software system. The emphasis here is more to the analysis of the software system and not the system at large (i.e., a socio-technical system). However, there is a similar approach proposed by Lee et al., in \[132\], that attempts to analyse the system at-large by means of a problem domain ontology based on US-DoD standard on DITSCAP \[204\].

The Domain Theory

Sutcliffe and Sutcliffe in their book \[199\], propose a framework, namely the domain theory, to organise knowledge resulted from software analysis so that it can be reused. The basic motivation of reuse is to
save time and efforts. The authors here argue that reusing the knowledge is better because it has been verified and validated by previous experiences.

The domain theory consists of three main components:

- meta-schema or modelling language, defines the semantics for generic models of application classes;
- generic models, state the existing problems in the world. They are organised in a class hierarchy;
- a computational matching process, retrieves best-suited generic models for a given set of facts about a new application.

To be able to cope with a wide-range of applications, generic models are organised into three ontology-based models: grounded domains as an abstraction of real-world problems that are modelled as interacting objects to achieve a goal, metadomains that capture human activities composed by generic tasks and operate on grounded domains and task, and finally generic tasks performed by agents that change the state of an object thereby it achieves a goal.

Such a structure allows analysts organising the results of analysis, in terms of domain knowledge, into modular models that, hopefully, can be reused in the future. For instance, there are many similarities in a hiring application despite the fact whether it is a library, a car rental, or a video rental. In such setting, analysts can reuse the (nearly) same grounded domains for those application domains. Unfortunately, in this framework uncertainty, risk to be precise, has not been addressed as important construct that one should organise for future reuse. In our view, since the current state of practice of risk identification is more an art then an engineering process, then we consider the needs to have means to capture such knowledge in the grounded domains for risks related to domain application, in the metadomains for risks related to organisational setting, and in generic tasks for risks related to tasks. In fact, risk management has adopted such a similar approach by employing risk register [159] to record all identified risks, but it is still too project specific.

Problem Frames

The Problem Frames framework analyses the system by assuming there is a problem in the world (depicted as several interacting domains) that needs to be solved by a machine [110]. Hence, analysts should elicit the requirements of the machine represented in terms of the interactions (i.e., shared phenomena) between the machine and other domains in the world and the controller of the shared phenomena.

In the Problem Frames, knowledge are organised into four concepts: (controlled) domain where the problems are originated, required behaviour that a machine should do, control machine that should be built to solve the problem, and interface indicating which phenomena are shared among domains and the machine. [110, Jackson] believes most of the problems can be projected into five basics problem frames:

- required behaviour frame, machine performs a specific required behaviour to govern the controlled domain;
- commanded behaviour frame, machine acts following the command issued by operator domain and the action will govern the controlled domain;
- information display frame, machine presents the condition of real world domain into the display;
- simple workpiece frame, machine performs a modification to a designed domain commanded by the user domain;
• transformation frame; machine transforms the input to the output.

In further development, the problem frames propose some extensions that try to tackle some security issues. Starting from [60], the authors proposed the notion of anti-requirement (or security requirement). It captures the requirement of attackers. This proposal is refined into a set of abuse frame to the security problem [134]. Essentially, an abuse frame can be seen as a commanded behaviour frame that is performed by malicious users to compromise the system. The attack is materialised if the abuse frame can be composed in the system problem diagram. The purpose of abuse frames is to analyse security threats and vulnerabilities, and to assist the analysts to identify whether such threats can occur in the system (i.e., the problem world). Moreover, in [133] the authors propose three basic abuse frame - interception, modification, and denial of service abuse frame that can compromise confidentiality, integrity and availability respectively. Interception frame represents an information disclosure by attackers. Modification frame represents an information alteration where attackers want to change sensitive information. Denial of service frame models a situation where attackers intend to make unavailable or unusable a particular domain.

In [86], the authors use the problem frames to analyse the assumptions underlying security requirements. In fact, analysts trust the assumptions to be true in order to satisfy the security requirements. In recent security incidents, the incidents are made possible because the assumptions, taken by analysts in development, are not valid any more (i.e., the new technology makes such attack feasible). Representing explicitly trust assumptions allows analysts to develop satisfaction arguments [87] stating that a system is secure. Moreover, trust assumptions assume assertion acts that restrict the domain, and in some ways they contribute to the satisfaction of security requirements.

DITSCAP Automation Framework

Lee et al. in [132], propose a framework for modelling critical systems (including social aspects) which is based on a standard developed by US Department of Defense (US-DoD), called DoD Information Technology Security Certification and Accreditation Process (DITSCAP) [204]. The DITSCAP framework analyses the risk caused by vulnerabilities and threats of a system by evaluating the implementation security requirements. However, it does not quantify the risk level. This work aims at automating some steps of capturing, modelling, and analysis of security requirements. To this end, analysts are required to build Problem Domain Ontology (PDO). In [131], the authors demonstrate how to build a PDO from regulatory documents (e.g., DITSCAP [204]). PDO, which is machine readable, is composed of Requirement Domain Model (RDM), Goal Hierarchy, Viewpoints Hierarchy, and other domain specific taxonomies. In [131], RDM is built to capture the problem domain requirements from the DITSCAP document, and structure it hierarchically. Goal Hierarchy captures the objectives of the system that want to be developed. Requirements capture desires, ideas, and relationships among entities in the system; and their interpretation closely depends on the viewpoints that are modelled in the Viewpoints Hierarchy. Finally, PDO can be enriched by other related taxonomies. In DITSCAP PDO, it includes the Risk Taxonomy that captures broad spectrum types of risk that is related to the DITSCAP domain.

Moreover, there are other works that take similar approach (i.e., taxonomy/ontology based), such as ISO 27002 [105], Fault Taxonomy [17], Software Flaws [129], STRIDE [145]. These approaches are useful to assist analysts in identifying the sources of risks, but they require analysts to keep up-to-date with the current situation. It is because the ontology/taxonomy is prone to incompleteness, especially, when the domain application has not been well developed or there are many new technologies that enable new classes of attack.
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2.3.5 UML-based Security Model

Several works aim to extend UML [157] for addressing security-related issues, namely Abuse Case [144] and Misuse Case [186] that help in identifying use cases that can compromise the security of the system; SecureUML [138] that model access control policies in terms of UML diagram; and UMLSec [116] that extend UML with security features to capture some security requirements (e.g., confidentiality, integrity).

Abuse Case

Abuse Case [144], based on UML Use Case, aims to capture and analyse security requirements. An abuse case is a use case, representing an interaction between the system-to-be and one or more actors, where the result is harmful to the system or one/more actor(s) in the system. Actors here are the same with the one that participate in use cases of the system. In other words, Abuse Case focuses analysing how an internal malicious actor can cause harm to the system or other actors in the system. Unfortunately, abuse cases are not drawn together with the use cases of the system. Consequently, it does not allow analysts to investigate relations between use and abuse cases which can introduce conflict between functional (i.e., derived from use cases) and security requirements (i.e., derived abuse cases).

Misuse Case

Misuse Case [186], based on UML Use Case, captures security requirements using the notion of misuse cases as the inverse of use cases. Initially, a use case describes the functionalities that the system should provide for the users. The authors here extend the use case diagram with some additional concepts, most notably misuse cases and misusers to capture security threats to the system.

Unlike abuse case, misusers can be attackers external to the system. Moreover, misuse case is modelled together with use case in the UML use case diagram. It makes possible to represent which use cases that are threatened by particular misuse cases and actions that the system should take to prevent such misuse cases. In additional to the standard “includes” and “extends” relations, misuse case introduces some new relations in the diagram, namely “threaten” and “mitigate” to relate use cases and misuse cases.

SecureUML

SecureUML [138] focuses on modelling access control policies, Role-Based Access Control in particular, and integrating them into a model-driven software development process. SecureUML is realised in terms of a profile for UML [157]. SecureUML provides support to express RBAC concepts, like roles, permissions and user-role assignments. In particular, RBAC concepts are represented as metamodel types: User, Role, Permission, Actions, Resources as well as the relation among them. An access control configuration is an assignment of users and permissions to role. Permission captures the action that can be done by a role over particular resources. However, RBAC lacks, in general, in expressing access control conditions that refer to the state of a system (e.g., the state of a protected resource, date or time). To cover such cases, SecureUML proposes authorisation constraints, expressed in Object Constraint Language (OCL) [146].

UMLSec

UMLSec [116] is proposed as an extension of UML, in terms of a UML Profile [157], for modelling security-related features (e.g., confidentiality, integrity, access control). Security requirements are captured
by means of an Abstract State Machine model and several UML stereotypes. Moreover, each concept is defined with a formal semantic that later allows us to perform formal verification on particular security properties (e.g., confidentiality, integrity). Associated constraints are used to evaluate specifications and indicate possible vulnerabilities. The main security requirements considered by this approach are:

- Fair Exchange - prevents frauds in an interaction among entities;
- Confidentiality - ensures that only authorised users know the information;
- Secure Information Flow - prevents information flow of sensitive information from trusted parties to untrusted parties;
- Secure Communication Link - ensures the security, for a given adversary model, of communication links between different parts of the system.

This framework extends several UML diagrams to model security requirements, such as:

- Class diagram - focuses on the exchange of data preserves security levels;
- Deployment Diagram - focuses on physical security requirements;
- Activity Diagram - focuses on secure control flow and coordination;
- Sequence Diagram - focuses on security-critical interactions;
- Statechart Diagram - focuses on security preserved within object;
- Package Diagram - focuses on functional relations between parts and the whole with respect to security.

However, UMLsec captures technical systems rather than socio-technical aspects. It focuses on analysing security as a service and often overlooks in analysing the requirements of why such a security service is necessary. This framework can used as a design framework to specify the detail design of the system, once the analysts have specified requirements that are incorporated means to realise stakeholders' needs and treatments to mitigate security risks.

### 2.4 IT Governance

Unlike previous sections that review the state of the art of related fields, this section reviews the state of practice for enterprises/organisations to ensure the governance of their IT assets. First, we consider Enterprise Risk Management (ERM) \[58\] that defines a framework to manage risks in an enterprise. This framework catches most attentions of the practitioners due to its comprehensiveness especially after the application of Sarbanes Oxley Act (SOX) \[177\] in US or BASEL II in Europe \[19\]. We then consider CoBIT \[200\] as a framework for defining control objectives of IT governance, IT Information Library \[154\] that is proposed by UK-Office of Government Commerce, and finally, we conclude with some related ISO standards (e.g., ISO 2700X on security and ISO 38500 on IT governance).
2.4.1 Enterprise Risk Management (ERM)

This framework has been developed by PricewaterhouseCoopers and Committee of Sponsoring Organisations of the Treadway Commission (COSO) \[58\] which is defined as a process that:

- is effected by every people at every layer of the enterprise;
- is applied in strategy setting and across the enterprise;
- is designed to identify potential events that may affect the enterprise;
- manages the risk to be within the enterprise risk appetite\[^{[1]}\];
- provides reasonable assurance regarding the achievement of the enterprise objectives.

The framework has three dimensions: achievement of objectives, components of ERM, and entities. Entity is defined as an organisation that is purposed to provide some values to its stakeholders (e.g., business enterprise to run the business of shareholders). The framework categorises achievement of objectives as follows:

- Strategic - high-level goals, aligned with and supporting the mission of entity;
- Operation - effective and efficient use of the resources of entity;
- Reporting - reliability of reporting;
- Compliance - entity compliance to the existing laws, regulations, and standards.

The categorisation aims to address different entity interests and to identify the expectation of an entity to each category.

ERM is composed of eight interrelated components that can be viewed as steps to manage risk. The components are:

- **Internal Environment** is the foundation of all ERM components. It consists of how risks are viewed and addressed by individuals in the enterprise. Moreover, it includes risk management philosophy, risk tolerance, integrity and ethical values in entity;

- **Objective Setting** is a setting of high-level goals, which are aligned with, and supports entity visions/missions. Through this setting, the management can consider any alternative strategies to achieve strategic objectives considering the associated risks;

- **Event Identification**, an event is identified from internal or external sources of entity. It could affect the implementation of the strategy and the achievement of objectives. Events may have positive impact (called opportunity), negative impacts (called risk), or both. ERM considers the occurrence of an event as non-isolated occurrence because an event can trigger other events or they can occur concurrently.

- **Risk Assessment** assesses an event from two perspectives: likelihood and impact. It allows an entity to consider which event might have significant influence to the achievement of the objectives.

\[^{[1]}\] the amount of risk that an entity is willing to accept in pursuit of its mission/vision
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- **Risk Response** defines how entities will respond to the risk. It includes risk avoidance, risk reduction, risk sharing, and risk acceptance. The management considers several factors in choosing the proper risk responses, such as:
  - Impact of a risk response on reducing risk likelihood or impact;
  - Cost and benefit of potential risk response;
  - Possible opportunities lose, once we apply risk response.

- **Control Activities**, policies and procedures are defined to ensure that risk responses are carried out once risks occur. In [58], COSO has defined types and several common control activities that are usually applied in risk management.

- **Information and Communication**, every enterprise identifies and captures relevant information. This information needs to communicate to the entire personnel, in a certain form and a certain time frame, to help them perform their responsibilities and roles in ERM.

- **Monitoring**, it is a process to assess the current presence and function of the ERM components. An entity in ERM might change over time; the entity objective can change. This fact could cause a risk, and its risk response, becoming irrelevant.

ERM covers nearly all steps of risk management process, but a precise definition of each step is still missing. Therefore, we adopt the COSO-ERM as the base line for our methodology, and we also adopt the more general concept of risk as an event that gives impacts (negative or positive) to the achievement of objectives. We will adopt the concept of event, which is more general than risk, to model risks and opportunities and eventually to reason about them.

2.4.2 CoBIT

COBIT [20] mission is to develop an IT governance control framework that is internationally accepted and implemented in enterprises. It provides a framework for business-process owners for organising IT processes to meet the organisation’s objectives. COBIT is organised into 4 domains:

- **Plan and Organise** - provides the guidance for service delivery;
- **Acquire and Implement** - provides the solution by considering the some guidance/policies;
- **Deliver and Support** - makes the service available for the users;
- **Monitor and Evaluate** - monitors all the services and evaluates their effectiveness.

Those domains are organised into 34 IT processes that guarantee the governance of IT systems in supporting business objectives.

Essentially, controls aims to ensure the execution of IT processes in realising the organisation’s objectives and they are not specifics to security aspects. COBIT provides a body-knowledge of the classes of IT process that exist in an organisation, and gives guidance how to control those processes. Moreover, COBIT has a strong notion on measurement that relates how business objectives are achieved (measured by KGlS), and how IT processes realised those objectives (measured by KPIs).
2.4.3 IT Information Library

ITIL [154] is developed on a common sense approach to service management - do what works. Moreover, they are adapting a common framework of practices and unite all areas of IT service provision into a single goal - delivering value to business. ITIL defines a service as a means of delivering value to customers by facilitating outcomes customers want to achieve without the ownership of specific costs and risks [154]. Based on this definition, there are two main concepts of a service: delivering value and not caring how a service is implemented. ITIL organises the service management activity into 5 core stages of ITIL lifecycle:

Service Strategy provides guidance to perceive services as strategic assets more than just organisation capabilities. This stage is essential for developing policies, guidelines, and processes of service management across the ITIL lifecycle;

Service Design provides guidance to design and develop service, and also service management practices. It also includes design principles for converting business objectives into services. However, those principles are not only applied to new services, but include also maintaining or increasing services.

Service Transition provides guidance for developing and improving of the transition capability of new and changed services into operational ones. This stage ensures that the requirements of service strategy, encoded in service design, are well implemented in the service operation.

Service Operation includes the knowledge of day-to-day operation of service management. It provides guidance to achieve effective and efficient service delivery and to ensure the value retained by the customers and the service provider.

Continual Service Improvement provides instrumental guidance to maintain and create values for customers by means of better design, transition, and operation of services.

Different from other frameworks, ITIL provides beyond WHAT-to-do to manage services by providing the details HOW they are done. However, the UK Office of Government Commerce (OGC), the author of ITIL, encourages an organisation to adapt each stage to best-suited practices depending on the culture of the organisation. Indeed, the framework emphasises on managing value delivery of services of an organisation to its customers. However, it analyses an organisation as one single actor and does not capture which actors, in the organisation, generate the values to be delivered to the customers. This information is essential to assess (perceived) risks by each individual within the organisation, and also to allocate risk treatment efforts.

2.4.4 IT Standards and Best Practices

ISO 27001 on requirements for Information Security Management Systems (ISMS) [105]. It is an international standard that is prepared to provide a model for establishing, implementing, operating, monitoring, reviewing, maintaining, and improving an Information Security Management System (ISMS). It emphasises on:

- Understand the security requirements of an organisation’s information systems, and the need to establish policy and objective for information security
- Implement and operate controls to manage security risks
• Monitor and review the performance and effectiveness of the controls

• Improve the control based on objective measurement

Principally, ISMS adopts the Plan-Do-Check-Action model \[62\] for managing Information Security. This standard concentrates on security risks as the main drivers in defining security controls. However, sometimes an organisation might also be required to control some process because some regulations (e.g., SoX) prescribe to do so. This standard has specified WHAT-to-do to establish security requirements, to operate them in terms of controls, to monitor-review the controls, and finally to maintain-improve their performance. Moreover, the standard has also specified a format to document all of these processes.

ISO 27002 (initially ISO 17799) on code of practice for information security Management \[106\]. This standard provides general guidance on defining control objectives of information security management and also propose a complete taxonomy of security controls (i.e., in 11 categories) to achieve the objective. It also includes a guideline to implement the control in an organisation based on the best practices. However, all of these are too generic and may lead to the wrong implementation-operation of the security controls. Note that there are some efforts done by ISACA\[2\] to map the IT processes in COBIT with some relevant controls in ISO 27002 \[200\]. This mapping is useful to help analysts in identifying which controls are relevant for protecting their IT processes.

ISO 27005 on code of practice for information security risk management. This standard expands from risk assessment where the risks are identified and estimated, risk treatment, risk acceptance, risk communication, and risk monitoring. Moreover, this approach expands across all phases of ISMS-ISO 27001 (i.e., Plan, Do, Check, Action) and it is suggested to be performed along ISMS. However, it does not model explicitly business objectives and how risks are developed in the business context. As most of the standards, it has proposed a standard baseline for risk management, but it is too generic and often there is no clear-cut how-to-do such step.

ISO 38500 on corporate governance of information technology \[108\]. The objective of this standard is to provide a framework of principles for Board of Director to use when evaluating, directing and monitoring the use of information technology (IT) in their organisations. In general, good IT governance should comply with the following principles:

• Responsibility - each individual/group understand and accept their responsibilities in respect to supply and demand for IT;

• Strategy - business objectives take into account the current and future IT capabilities, and IT strategic plans satisfy the current and ongoing business objectives;

• Acquisition - IT acquisitions are made for valid reasons (e.g., careful analysis, clear & transparent decision making, balance between cost-benefit & risk-opportunity);

• Performance - IT fits in supporting the organisation;

• Conformance - IT complies with all mandatory legislations and regulations;

• Human behaviour - IT policies, practices, and decisions show respect for human behaviour;

\[http://www.isaca.org\]
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However, this standard does not prescribe in detail how to manage the IT governance in an organisation. According to ISO 38500, a director should do three main tasks to govern IT:

- evaluate the current and future of IT;
- direct preparation and implementation of plans and policies to ensure the usage of IT in realising business objectives;
- monitor conformance of the policies and performance against the plan;

All these tasks should keep in mind the basics six principles of IT governance. ISO 38500 gives only basic principles and tasks to govern IT in an organisation. There are not enough details on WHAT things need to be done and HOW things should be done. Finally, governance can be seen as one reason why risk management must be established in an organisation. However, good governance does not imply that the organisation will success in pursuing its business objective because it only indicates that the organisation has addressed (most) relevant risks to its businesses, which is not necessarily sufficient.

2.5 Summary

A system is defined as a collection of organised entities where each entity interacts with at least one other entity, and they all serve a common objective [35]. The similar principle is also applied for CISs in the context of socio-technical systems. From this study, we reveal some gaps between the proposals coming from these research fields (i.e., software engineering, security-dependability engineering, and IT governments) in managing risks. In S&D engineering, the main emphasis is on the system, in terms of the technical one. Unfortunately, the S&D of a system, at large, cannot depend solely on the technical aspect. In other words, having S&D technical systems is required to guarantee the performance of systems, but it is not sufficient. One must consider other aspects, such as organisational-setting and business assets. Software engineering mainly addresses risk from a modelling perspective and does not propose much from the assessment point of view and also overlooks the uncertainty analysis that can affect the operational and maintenance of the software system. Actually, IT governance provides comprehensive methodological frameworks to analyse ISs and to ensure their operation being aligned with the strategic objectives of the stakeholders, despite the fact they are often too generic. Moreover, most of the steps are non-formal and therefore they require enormous human involvement even for tedious tasks (e.g., calculating risks). Last, but not least, most frameworks assess the risk in a single perspective, which is inappropriate. It is because an organisation is composed of several individuals that may have different perception towards the risk.
Chapter 3

Challenges and Research Approach

In ISO Guide 73:2002 [109], risk management is defined as “coordinated activities to direct and control an organization with regard to risk”. Identifying risk is only a beginning of activity on managing risk. Analysts should continue the process by analysing in detail and introducing some countermeasures until all risks have been addressed (i.e., mitigated or accepted). The most crucial step of risk management process is the part when analysts assess the risk. If the assessment is incorrect then it is likely that the organisation will adopt inappropriate countermeasures or treat the wrong risks.

- How much risk is the organisation exposed to? - assessing Risk Level
- How much risk are our Information Systems (ISs)? How much does it contribute to the risk of the organisation? - assessing IS Risk Profile
- How does each individual in the organisation perceive these risks? - estimating Risk Perception
- How much risk can the organisation sustain? - deciding Risk Tolerance
- What can we do against them? What are the effects to the risk level and the side-effects to the business? - eliciting Risk Treatment
- Which treatments should we adopt for a given limited resource? - deciding Risk Treatment

These are some basics questions that most stakeholders/analysts post regarding risk in the organisation related to the IT system. Though they seem to be simple questions, they demand very comprehensive and complex analysis to come up with appropriate answers.

In this chapter, we detail the challenges in assessing risk, particularly when it is done together with the requirement analysis in a socio-technical context. To better understanding the challenges, we start the chapter by detailing the notion of risk. We then explain our research approach, the Tropos Goal-Risk Framework, based on two important works in requirement engineering, namely Tropos [38] and Defect Detection and Prevention (DDP) [56]. Finally, we detail the research contribution of the thesis.

3.1 What is Risk

Risk, in ISO Guide 73:2002, is defined as “combination of the probability of an event and its consequence” [109]. In fact, the term “risk” is generally used only when an event delivers the possibility of
negative consequences. Risk can be originated from a deviation of the expected outcome (e.g., processing a loan takes longer) or from a normal operation (e.g., a user input that activates a dormant fault) [122]. Essentially, a risk is constituted upon three basic concepts: event, likelihood, and severity.

**Event** We adopt the WordNet definition for event:
- something that happens at a given place and time;
- a special set of circumstances;
- a phenomenon located at a single point in space-time;
- a consequence (i.e., a phenomenon that follows and is caused by some previous phenomena).

The notion of event used here is more general than some similar concepts, such as
- threat, in computer security [162], is defined as a set of circumstances that can cause loss or harm. Attack then is defined as the threat executed by an agent to exploit the system vulnerability;
- hazard, in safety engineering, is a situation that has the potential for causing damage to humans, systems, or to the environment [49];
- failure, in reliability engineering, is the state where the delivered service deviates from correct service [17]; Prior to this situation, a system may end up in the state, called an error, that is incorrect state but it does not manifest as a service deviation.
- accident, in Air Traffic Management (ATM), is an occurrence associated with the (aircraft) operation that can result in a person fatally or seriously injured, the aircraft sustaining damage/structural failure or missing or inaccessible [99]. However, an event can be just an incident (i.e., an occurrence other than accident) that can lead to the accident.

In other words, those concepts put more emphasise as a potential circumstance that could cause harm or loss without definition of any notion of likelihood.

**Likelihood and Uncertainty** Likelihood refers to the notion of how likely an event will occur in the future. One might be confused with the following notions: uncertainty, likelihood, frequency, probability, possibility, and fuzzy. In fact, there are several mathematical theories to model uncertainty, such as probability theory [171], possibility theory [67], fuzzy set [227], Dempster-Shaffer (DS) theory of evidence [182] etc. At glance, these theories are alike and can be interchangeably used. However, this assumption is misled, because these theories are developed for different purposes and represent different classes of uncertainty.

We intend to clarify all of these notions following existing literature [135] [155] [190] [212]. O’Hagan et al. in [155], argue that uncertainty could be divided into two classes: aleatory and epistemic uncertainty. The former is induced by randomness, and the latter is due to incomplete knowledge. Smithson in [190], argues that uncertainty is also originated because of vagueness or ambiguity. In this dissertation, we categorise uncertainty into three classes: aleatory, epistemic, and imprecision.

Notice uncertainty emerges though one has a complete knowledge [151]. For instance, we know all about a dice including possible outcomes, but still we cannot decide for certain the outcome of rolling a
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dice. In this example, we can categorise the event of rolling dice is exposed to an aleatory uncertainty induced from the nature of aleatory (i.e., variability and randomness).

**Example 3.1.** The radar engineers have, almost, full knowledge how a radar work, but they still put another radar as a backup because they do not know in certain when the radar will fail in the future.

This class of uncertainty has been heavily studied in the dependability community. Typically, this uncertainty arises due to spatial variation (e.g., the development site is different with the runtime site), temporal fluctuation, and development variability. This uncertainty may result in failures, hence analysts should investigate all possible uncertain events in this class and analyse them. The Probabilistic Risk Analysis (PRA) \[21\] and Fault Tree Analysis (FTA) \[196\] are useful in computing the level of uncertainty. Both frameworks are built using the Kolmogorov Probability Theory \[124\] as the underlying mathematical theory. However, this uncertainty can hardly be reduced. One can use some redundancy techniques \[90\] (e.g., primary-secondary, main-backup, multi-version programming) to deal with such uncertainty.

**Epistemic** uncertainty is caused by incomplete knowledge.

**Example 3.2.** Aircraft handover might fail though the ATM system operates normally. It is because analysts are hardly possible to anticipate all possible actions that a controller will do for an aircraft handover.

Most of security problems have arisen because of the incompleteness. Security analysts are hardly aware of all possible threats that attackers might launch to the system. Essentially, there are two subtypes of epistemic uncertainty: 1) visible incompleteness where we are aware about what we do not know, and 2) blind incompleteness where we are not aware about what we do not know. The example 3.2 is an example of visible incompleteness. Essentially, it can be reduced by empirical efforts, such as interviews, collect more data, expert judgements, more test cases, etc.

**Example 3.3.** In smart-card technology, attackers can extract secret keys and consequently compromise the integrity of smart-card by analysing the power consumption of a smart-card \[123\].

It is an example of blind incompleteness, because analysts had never got an idea how such possibilities existed. Essentially, there is no such mechanism to reduce this subtype of uncertainty. Having a system with high augmentability is beneficial for this uncertainty because it should allow us to easily upgrade the system as soon as a new vulnerability is discovered. Typically, analysts use the probability theory (with Bayesian interpretation) or the DS theory of evidence to calculate the degree of uncertainty, such as Bayesian Belief-Network \[95, 224\], Belief-based model \[115\]. Aleatory and epistemic uncertainty are the ones that define the likelihood of an event and consequently the risk of the system. However, they require different treatments to reduce/to deal depending on the nature of their uncertainty. Note that often analysts mix both classes since the analysis lacks of hard evidence.

The last class is **imprecision** uncertainty which is introduced due to imprecision. The imprecision can be caused by unclear definition (e.g., ambiguity, vagueness) or the limitation of measurement/assessment techniques. In other words, this uncertainty may expose a state-of-affair together two previous uncertainties.

**Example 3.4.** Statistically, under a normal operation Air Traffic Controllers (ATCOs), with their workstation, are always capable to ensure the safety of air traffic.

\[\text{In }[218]\text{, Vose calls epistemic uncertainty as “uncertainty”}\]
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Assuming the state-of-affair in example 3.4 is correct and sound, it still suffers from uncertainty (i.e., imprecision). What does it mean to have a normal operation? What are the criteria of an air traffic to be safe? Thus, analysts should fix this issue before assessing the likelihood of an event. In other situations, the imprecision is introduced due to the limitation of the techniques.

Example 3.5. To reduce uncertainties of the event in example 3.2 one may conduct interviews to some controllers (defined by a statistical sampling technique).

However, the outcome of the interviews still contains the uncertainty (called error) due to the limitation of the techniques. Essentially, the imprecise uncertainty does not directly drive the value of likelihood, but it can play a significant role in defining the extent of risks. For instance, the risk level of an event of having immediate air traffic increase depends on the likelihood (i.e., variability) of its occurrence and the how big the increase is, which is often is an imprecise value (e.g., 10-20 aircraft).

Severity expresses the extent of consequence that an event delivers. In fact, it is irrelevant to consider an event without any consequences to the system. COSO, in [58], defines risk as an uncertain event with negative impact. This definition allows us to analyse also opportunity (i.e., uncertain event with positive impact) instead of only risk analysis.

In risk management, often the severity of a risk is expressed in terms of the extent of loss if the risk occurs, and the likelihood is expressed as a probability (i.e., [0, 1]). Hence, the level risk is calculated using the notion expected loss (i.e., expected value [171]) which is the product of severity and likelihood (\(\lambda(E)\)), as follow:

\[
\text{ExpectedLoss}(E) = \lambda(E) \times \sum_{isRisk(E,A)\land A\in asset} loss(E, A)
\]

where the severity is the sum of all losses of assets (A) because of the risk (E).

3.2 Challenges

Though risk has been studied since long time back by several disciplines of knowledge, it seems that one may overlook or misjudge risks while developing a system. For instance, it is evident why some critical information systems (e.g., air traffic management, nuclear power plant control, internet shopping) have suffered from some breaches or failures during their operation. One may argue that they never think about these possible threats, or consider the failures as insignificant events. These situations often occur since risk analysis is more an “art” process, rather than an engineering one, hence understanding the nature of risk is essential for managing it. In this section, we present some characteristics of risk from a socio-technical perspective:

- **Risks are intangible** matters because they address the issues of something bad that can happen in the future. There have been some works in risk communities and psychology that study how an agent (re)acts against the risk [25] [179]. Unfortunately, they come only as an essay which aim to understand how risks are perceived, and not how to analyse and manage these phenomena in the system development;

- **Risks are ubiquitous** and affect our decision making process. Risk can come as a result of our activities therefore eliminating risks can result in limiting our activities and related opportunities. Moreover, a risk of an actor can affect throughout the organisation since in an organisation actors might depends on each other for particular tasks/goals;
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• Some actors, in the same organisation, might value an asset differently. For instance, IT staffs argue that the firewall is the most valuable asset in the organisation because it prevents intrusion from attackers. However, marketing staffs argue differently because the firewall does not have any actual business values. This situation can result in mis-allocation of resources to protect the business. Some works (e.g., Delphi method [136], Expert Judgement [155]) propose a framework that helps actors to come up with an agreement over the value of an asset. However, this approach is not suitable if the organisation operates a critical system, because we can agree on a particular value, but the action, carried by each actor, is still depending on the perception of each actor;

• Often the result of risk assessment is not well perceived throughout the organisation. Consequently, different agents in the organisation perceive the same risk differently and it can introduce some issues. For instance, Alice, a CEO, perceives the risk of intrusion as catastrophic for the business trade secret. Since the trade secret is locked up in the vault, Bob, a security guard, thinks that he does not need to screen each guest. Actually, in economic and commerce area, many efforts [117, 128, 220] have studied the correlation between the level of risk with the reaction of the actors towards the risk. In those studies, there are situations where individuals prefer to stay away from a risky subject, but there are a situation that they behave otherwise;

• It is hardly possible to obtain “good” inputs to perform IT risk assessment. Compared to financial risk, IT risk assessment is often conducted based on poor data (i.e., qualitative-subjective) obtained by experts’ judgement; In such setting, the outcome of risk assessment is prone to subjectivity of the assessors.

• At last, not least, most of analysts identify risks over existing assets that are valuable to the organisation. Readers can revisit the work of ISO 27002 [106], Fault Taxonomy [17], Security Flaws [129], and STRIDE [145], essentially they emphasise on the risks that are originated from the resources or infrastructures. Actually, assets are beyond just the “resources” (e.g., servers, production machines, telephones, trade secret documents, and communication links), because there are other things that are valuable to the organisation. For instance, the procedure of aircraft handover is a critical business process for the business of an air traffic service provider. If the business process is disrupted (e.g., the controllers is careless), then the business is at risk, though all underlying infrastructures/resources (e.g., radars, working stations) work correctly. Moreover, many recent regulations (e.g., Sarbanes-Oxley Act [177], Basel II [19]) and standards (e.g., ISO 27000 series [105, 106, 107], BSI 25999 [43]) require an organisation to be able to guarantee the continuity at the business level, which is far beyond just the availability of technical systems. Therefore, analysts should identify risks at all aspects of the organisation that can prevent the organisation from achieving its objectives (i.e., creating values), and treat them according to the organisation priority and resources.

Once analysts are able to understand those characteristics, we believe they can better analyse risks, and treat them according to their criticality. However, risks of IT systems, particularly security, have some particular characteristics that are unique comparing with other types of risk (e.g., financial risk, operational risk, legal risk):

• Typically, IT risks are categorised as operational risks since their occurrence can disturb the operational of internal (business) processes. Unfortunately, it is not always operational risk because IT risks can result in many forms of risks. For instance, the failure of Health ISs can result in legal obligation to the patients (i.e., legal risk) because one suffers from mistreatments. In the case
of loan origination process in a bank, an error in a finance information system can result in the disturbance in the bank’s financial statement. Such situation might lead to the liquidation of the bank, because the bank could not meet the Credit Adequacy Rate (CAR), defined by the central authority. In fact, Rice in [167], illustrates the similarities of cement for modern civilisation and IT systems for information era. We hardly realise how significant the cement in developing the modern civilisation. It plays a significant role, but most users do not realise its presence or role; as happens also in the IT. The strength of a building closely depends on the combination of cements in making concrete, which is similar how secure an IT system depends on the security of each component. The differences is cement, as a piece of technology, have been well developed (or even there is no new break through any more) while IT is still immature. Moreover, cement (i.e., portland cement) is getting stronger with time while IT is otherwise. The older an IT system, the more vulnerabilities are discovered. Therefore, analysing IT risks based on the goals/business objectives of the organisation allows us to have a comprehensive view what the assets, at large, that need to be protected.

- In [179], Schneier mentioned that security is invisible even from security administrators. In other words, users cannot perceive the effect of security while the system is secure, and they only then realise when security is broken. Therefore, it is so evident why people in business do not like IT security [59]. Since we argue security as a quality of attribute of software systems [45], then the challenge is how users can perceive such quality since its presence is hardly visible and its failure can be easily felt. In fact, some authors aim at demonstrating the value of security investment by means of computing Return on Security Investment [95]. However, we feel such metric is inappropriate since security, like insurance, is not an investment because it does not generate values. However, their function is more protecting the value generated by the business. In this work, we try to propose a framework that can assess the perceived risk of each actor in the organisation, besides the actual risk that threatens the organisation. Using this framework, we can demonstrate how security measures can affect the security-feeling of an actor captured as perceived risk. In other words, traditionally risk management aims at mitigating the risks in the organisation such that the risks are acceptable by the organisation (i.e., in the viewpoint of Board of Directors/Shareholders). In security risks, the risk management should also mind about the perception of each actor in the organisation. Notice the right level of risk perception depends closely on the domain application. For instance, in Loan Origination Scenario clerks should perceives that their tasks are at high risk, though the system has handled most of human errors, so that they perform the tasks in caution. Conversely, in safety critical (e.g., Air Traffic Management) controllers operate under stress since they realise that human lives are at stake. Hence, any security measures ideally should also lower the perceived risk of the controllers.

These are characteristics of risk that we consider in developing the Tropos Goal-Risk Framework, though we believe there are many others. All of these convince us of the necessity to capture risks especially IT related ones, at business and organisation level by considering socio-technical aspects

### 3.3 Research Approach

Traditionally, risk analysis is used in software development to identify situations or events that can cause project failures [29, 172]. Risk analysis has also shown its importance during software design in evaluating system criticality [214]; risks are analysed and countermeasures are introduced. Typically, countermeasures amount to design fine-tuning. However, after any change to a design, requirements need to be
re-evaluated to ensure that they still hold. Moreover, in some cases risk mitigation requires the revision of the entire design and possibly of initial requirements. In conclusion, there are obvious benefits in conducting risk analysis during requirements analysis. Not surprisingly, there have been several recent attempts to integrate risk analysis with requirement analysis [31, 33, 57].

However, these works concentrate mainly on risks of the late requirement analysis and not the early one [226]. This means that risks are analysed along technical system requirements, rather than stakeholders’ needs. However, it is important to consider risks, and more generally events\(^3\), since early requirement phase, where stakeholders’ objectives are captured and analysed. This allows us to understand better the business and organisational setting before concentrating into the details of software system. Moreover, such approach will enable us to capture a wide range of risks that are related to the business and not necessarily related to software systems (e.g., employees on strike, conflict of interests).

Generally, requirement analysis is exposed to several prominent issues, such as elicit wrong requirements, elicit incomplete requirements, and suffer from requirements change. By analysing risk in requirement phase, one might claim that the elicited requirements are robust, because they have encompassed risks associated with the stakeholders’ goals and necessary countermeasures to mitigate them besides the requirements from the stakeholders’ needs. Hopefully, the number of design modifications and requirement revisions introduced by risk and countermeasure will be reduced. Considering risk at the early requirement analysis introduces novel and valuable criteria for evaluating alternative ways to fulfil requirements, and also allow analysts to anticipate risks at requirement level and not only at design level. For instance, countermeasures introduce additional cost to the project, hence alternative requirements must be evaluated not only on the base of the cost to realise the stakeholders’ needs and the qualities of the system, but also considering the associated risks and countermeasures costs. Of course, this approach does not replace the traditional risk analysis that is done during the design step (or any further steps in the software development), but rather they are as complementary since there are always new problems as soon as we introduce a new solution. To realising this approach, we adapt i*/Tropos [38, 226] (i.e., including its descendent SI* [230]) with the idea of three layers analysis: objective, risk, and mitigation from DDP [56]. In next subsections, we overview i*/Tropos and DDP as research baselines.

### 3.3.1 Defect Detection and Prevention

Defect Detection and Prevention (DDP) [56] is a model that is developed and applied in JPL and NASA. DDP consists of three layers model (Objectives, Risk, Mitigations) as depicted in Figure 3.1. Objectives are the things that the system has to achieve. Risks are all the kinds of things that, once occur, lead to the failure of objectives achievement. Finally, mitigations are action that can be applied to reduce the risks. Despite these, there are two relations that relate risk to objective, and mitigation to risk, namely impact and effect. Impact is defined as the quantitative representation of objective lost once the risk occurs. Effect is defined as quantitative representation of risk reduction if the mitigation is applied.

In this model, each objective has a weight to represent its importance. A risk has a likelihood of occurrence, and mitigation has a cost for accomplishment (namely resource consumption). Moreover, the DDP framework specifies how to compute the level of objectives achievement and the cost of mitigation from a set of taken mitigations. This calculation allows us to evaluate the impact of the countermeasures and thus supports the decision making process. Ideally, analysts adopt the most beneficial solution where the benefit is computed over the summation over the weight of attained goals, and the total cost is computed over the summation of the cost of selected mitigation. Additionally, the DDP model also

\(^3\)Risk is an event with a negative impact, whereas an opportunity is event with a positive impact
allows us to work together with other quantitative tools (e.g., FMECA [205], FTA [196]) to model and assess risk/failure. In [74], the authors demonstrate how to integrate FMECA and FTA into a DPP model. However, there are some differences between the concept of objective [74] and the concept of goal in goal-oriented requirement engineering [2, 38, 211, 226]. In goal-oriented, the goal has a structure (e.g., tree, graph). Conversely, the DDP depicts objective (also risk and mitigation) as a solitary object (i.e., there is no relation among objects in the same layer). This feature could not model the situation (e.g., domino effect [166]) in which the occurrence of a risk can increase/decrease the likelihood of other risks. This model allows us only to depict the relations between layers (i.e., risks to objectives, mitigations to risks) that are not enough to represent all possible situations. For example, there is a condition where mitigation can also obstruct the objective achievement besides mitigating the risk. Our framework will adopt and enhance the idea of three-layers model.

3.3.2 Tropos

Tropos is a methodology that uses agent and mental-state notions (e.g., goals and tasks) along all its software development phases [38]. The methodology covers all the phases, from early requirements analysis until implementation. Tropos, especially in early requirement phase, allows for advanced understanding of the organisational setting where the system-to-be must operate. Tropos uses $i^*$ [226] as a modelling language to capture and analyse early requirements of stakeholders.

In early requirement analysis, analysts identify relevant stakeholders, and model them as social actors, who depend on one another for goals to be fulfilled, tasks to be performed, and resources to be furnished. Through these actor dependencies, one can answer why questions, besides what and how, regarding system functionalities/requirements. Answers to how questions ultimately link system functionalities to stakeholder needs. Analysis then continues by refining goals where each goal is decomposed into subgoals, and positive/negative contributions are established among goals. This process ends when all goals/subgoals has been assigned to capable actors (e.g., itself, other actors, or new actors). The result of the analysis is a goal model that characterises alternative ways of fulfilling the top-level goals. In Tropos, the technical system is treated as an actor as well, with obligations to fulfill goals for external actors. Components of the technical system are also treated as actors and the system architecture consists of a collection of system actors with inter-dependencies among them.

Through goal models, the analyst can evaluate alternatives for the satisfaction of stakeholder goals and can also choose among them on the basis of criteria representing required qualities. However, Tropos...
as well as most other goal-oriented approaches do not consider risks during requirements analysis. This means that the chosen alternative may also be the riskiest one. For instance, suppose that in order to satisfy receive loan application the bank can either receive electronic application or receive hard-copy application. Although, the electronic solution is clearly cheaper, it can introduce risks such as forgery of the application by external hackers or even by internal employees.

3.4 Research Contribution

As described in the previous section, literature did not propose solid solutions to the risk challenges for developing CISs. This thesis is one effort to answer some of these challenges proposing the following technical contributions:

- **A modelling language** for capturing and analysing risks in socio-technical systems. Our proposal is defined as an extension of the $i^*$ [226], Tropos [38], and SI* [230]. The modelling concepts are organised into three-layers conceptual analysis: value, event, and treatment. In value layer, analysts capture value generators in an organisation at all levels. In this framework, we distinguish them into three levels: objectives, processes, and artefacts levels. An objective requires, at least, a process to realise it, while to execute a process, it can consume an artefact or can result in artefact. Moreover, this layer also captures social-dependencies among actors in the organisation. Each level has its own risks that are depicted in the event layer. They can be overlapped since the risks of a process can be seen, indirectly, as the risks of any objectives that require that process to achieve them. Risk is captured as an event with negative impact, while opportunity is an event with positive impact. This representation allows analysts to perform trade-off analysis in mitigating a risk that is also beneficial for other actors in the organisation. Finally, treatments are modelled in the treatments layer. In a GR model, treatments are captured using the same concept as process, but treatments aim at mitigating risks and not achieving business objectives. Since risks, in general, is characterised by likelihood and severity of loss [109], a treatment can operate in two modes: reducing the likelihood or alleviating the severity. Moreover, it is essential to distinguish between the actual risk and the perceived one because often actors, in an organisation, believe that they are at risk though the organisation actually have employed the state-of-art technology to control the risks or even vice versa. We can imagine what happens if the safeguard is delegated to the risk controller that perceive that the risk level as low, while the owner of the risk thinks otherwise. Therefore, the GR framework supports both types of risk assessment.

- **A risk management methodology** allowing a systematic process to manage risks in socio-technical systems. This methodology essentially is an adaptation over the methodology proposed by ISO 27005:2008 [107] with the basic concepts of the GR framework. The methodology defines a process that guides analysts in analysing assets (i.e., value generator) of an organisation, identifying related risks to those assets, and finally eliciting possible treatments that mitigate risks. The methodology is provided with automated reasoners that assist analysts in performing several analyses, such as assessment of risk level, evaluating possible combination of treatments, or synthesising the “best” solution that meets a given criteria (e.g., risk level, maximum cost). Moreover, the proposed methodology should be applicable for many purposes (as illustrated in Chapter 7 - Chapter 9). Finally, the methodology is resulted a set of requirements that constitute of necessary measures that are required to achieve business objectives and to protect them against significant risks.
3.5. **SUMMARY**

- **A formal framework** for requirements verification and validation in terms of risk aspects. Essentially, two forms of reasoning have been developed based on previous works: forward reasoning [80] and backward reasoning [181]. Forward reasoning aims at computing risks analysis by assigning initial risk values; the reasoner computes and propagates the risk values across the organisation. The reasoner is built adopting the same intuition of the Dempster-Shafer (DS) theory of evidence [63, 182]. This reasoning can be performed under qualitative or quantitative value of evidence. Moreover, in further development, this reasoner is extended to perform more complex analyses (e.g., business continuity analysis [7], design alternatives evaluation [10], business solutions evaluation [14], security and dependability solution assessment [13]). Backward reasoning works in the opposite direction. Starting from assigning desired values to goals (i.e., maximum risk level), the reasoner tries to find a possible solution that also satisfies a given constraint (e.g., maximum cost, maximum load each actor).

- **Computer-aided support** is built to assist analysts in developing a GR model and analyse them. Specifically, the tool supports analysts in capturing requirements and risks using the GR concepts and graphical models. All analysis techniques that are applicable for the formal framework have been included in the tool. Hence, the tool is able to guide the analysts in refining the model so that the desired properties of the model are satisfied.

Notice we put more emphasis in the coverage of risk, rather than the precision of risk assessment. It is hardly possible to obtain a precise risk level since the GR framework operates at requirements level. However, the identified risks here can be used and refined in the further phases of software development.

3.5 **Summary**

In this chapter, we have described the challenges for risk assessment and particularly for IT security risks. To answer these challenges, we propose to extend a requirement engineering methodology, namely Tropos, that is built upon $i^*$ and $SI^*$ as the modelling language. The extension, namely Tropos Goal-Risk framework, adopts the idea of three layers model (value, event, treatment) from Defect Detection and Prevention (DDP). Moreover, the GR framework aims at capturing risks (negative events) at three level of organisation: objective, process, and artefact. In this way, analysts hopefully do not overlook any risks that are significant to the business and organisation. Moreover, the GR framework offers the capability in assessing perceived risks, besides the actual one, and a tool has been built to support analysts modelling risks and perform different analyses of the model.
Chapter 4

Tropos Goal-Risk Modelling Framework

Risk management is usually an activity done at the technical level. However, many classes of risk can be referred, anticipated, and avoided at the organisational or business level. We here advocate the necessity of considering risk since early phases of the software development, namely at the requirements analysis phase. Analysts can consider a broader range of risks, avoid eliciting risky requirements, and incorporate necessary safeguards in requirements.

Existing approaches lack the ability to model risk-related concepts (e.g., events, treatments) during the requirement analysis (i.e., organisation and technical system aspects). On one hand there exist modelling frameworks that capture requirements (e.g., \(\text{i*}\), problem frames), but they do not consider any form of risk (or in general uncertainty). On the other hand, there are proposals for modelling risk (e.g., CORAS, DDP, FTA), but they operate at the lower level (i.e., technical artefacts). We propose a modelling framework, the Tropos Goal-Risk (GR) modelling framework, which adapts some basic concepts from \(\text{i*}\) and SI\(\ast\) and extends with risk related concepts. The framework is intended to capture requirements of a social-technical system, relevant risks, and necessary treatments to mitigate them. Essentially, it is based on three layers conceptual analysis: value, event, and treatment, which an adaptation from the three layers of DDP.

This chapter is organised as follows. Section 4.1 describes the three layers model, while 4.2 introduces some additional concepts for capturing perceived risk, and then Section 4.3 concludes with a summary.

4.1 Three Layers Model

To enable analysts in assessing risks during requirement analysis, we propose a modelling language which is adapted from \(\text{i*}\) \cite{226} and SI\(\ast\) \cite{230} and organised along the idea of three-layers model of the DDP (i.e., objective, risk, and mitigation) \cite{56}. In general, a Goal-Risk (GR) model consists of three-layers representing values, events, and treatments as depicted in Figure 4.1. The value layer captures the concepts related to the actors’ needs and the means to achieve them. We assume the system generates the value when it satisfies the stakeholders’ needs. Uncertainties are modelled in the event layer. To reduce the risk of uncertainties, countermeasures are introduced into the organisation and modelled in the treatment layers. In the following sections, we detail all constructs constituted in each layer and relationships among constructs intra-/inter-layer. To simplify the explanation, we here assume all requirements and risks are in a single actor’s rationale (i.e., an organisation can be seen as a “big” actor).
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4.1.1 Value Layer

The value layer captures the valuable concepts for an actor that are modelled in terms of the strategic interests of the actor and some means to achieve them. We assume that the value is generated when the actor’s interests are satisfied (i.e., either by itself or another means). To capture strategic interests, we adapt the notion of goal that have been well studied in Goal-Oriented Requirement Engineering (e.g., KAOS [61], i* [226], the Tropos goal model [80]).

Example 4.1. Executive controllers aim at managing the current air traffic, and in the same time are interested to have orderly incoming traffic.

COBIT [200] categorises the strategic interests on an enterprise into: enterprise goals and IT goals. The former refers to the interests related to the business, and the latter refers to the goal that must be provided by IT systems. However, in the GR model we boil down both notions into a single concept of goal. This representation allows analysts seamlessly analysing business aspects down to IT related ones, and ensure all IT goals are driven by the business goals. Moreover, the value layer also captures the means to realise the strategic interests. We here distinguish the means into: 1) process level where a set of actions are required to achieve the goals; 2) artefact level where some resources are required to achieve the goals or to execute some actions.

The following is the basic concepts which constitutes the value layer.

Goal is a state of affairs which an actor intends to be achieved.

Softgoal is a “special” type of goal, but it does not have a clear-cut definition of its satisfaction. This concept is adopted from the work of i* [226] and Non-Functional Requirement (NFR) [150]. For instance, one cannot give a precise definition about what the goal of high usability is. Moreover, there are various interpretations and usages of softgoal (e.g., security requirements [141], security constraints [149], NFR [72, 150]) that make it hard to grasp the basic essence. Softgoal, in this work, is...
treated as criteria or preference \[174\] that an actor desires to be achieved. In other words, an actor will do anything, in his/her power, to achieve the goal by adopting the means that will maximise the attainment of softgoal.

**Task** captures a course of actions that results in a desired state. A task can be executed to satisfy some goals or to produce some resources. It is similar with the concept of plan in Artificial Intelligence \[173\], Task in Work Breakdown Structure (WBS) \[203\], or process/activity in a business process \[222\].

**Resource** represents a physical or information artefact. Moreover, a resource is an entity without any intention. The concept of applications, information, and infrastructure, in COBIT, are considered as resources. A resource can be resulted from the execution of a task, and can be required for a task execution.

Essentially, the concept of goal (softgoal), task, and resource are used to capture the strategic interests of an actor that are organised into three levels: objective, process, and artefact level. Moreover, their graphical representations are depicted in Figure 4.2 and refer them as *business object*\[1\].

Moreover, those concepts are also characterised with several properties: *evidence*, *value*, and *cost*.

**Evidence** represents the number of evidence that is refined into two dimensions: SAT and DEN. SAT captures the satisfaction evidence of a goal will be achieved, and DEN represents the denial evidence in which a goal will fail. The notion of evidence is adopted from the Dempster-Shafer Theory of Evidence \[63, 182\], which is similar with the notion of probability. The details about it will be explained in Chapter 5 along the details of the underlying formal framework. The similar intuitions are also applied for task and resource.

**Value** is something important/valuable resulted from the satisfaction of a goal. An actor might perform a task, but if the outcome of the task does not achieve the state-of-affair specified by the goal, then we can reasonably assume that the actor does not obtain the value that s/he needs. In \[189\], Smith distinguishes the value of an object into *value-in-exchange* and *value-in-use*. The former refers to the intrinsic value held by itself (e.g., the value of gold) and (relatively) independent from any subjectivity. The latter, often called as *utility*, is the value defined by some judgement how the usage of the object is important/valuable for an actor \[23\]. To avoid confusion, we refer value-in-exchange as value and value-in-use as utility. Note that we here assume the value is only resulted from the satisfaction of a goal. However, one can derive the value of some task or resource by a conjecture over the related goals since they might be essential to the achievement of some goals, but it is still bogus. It is because the execution of a task or the provision of a resource does not always end up in the satisfaction of a goal. We often derive the value of task or resource to analyse the criticality of a task or a resource to the interests of an actor.

---

\[1\]Goal can be seen as the business objective of an actor. Task is the process performed by an actor to do the business. Resource is the artefact required to perform the task or to achieve the goal.
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Cost is the amount of resources (in broad sense) consumed to achieve a goal, to execute a task, or to provide a resource. Essentially, the cost of a goal is the summation of all costs of tasks and resources required to achieve the goal. Though cost is not only financial matters (e.g., time consumption, learning curve), to simplify the analysis, we urge analysts to quantify the cost in terms of financial units.

4.1.2 Event Layer

In the event layer, we analyse uncertainty that can affect the value layer either positively or negatively. It is the layer where risks are identified and analysed further. The GR framework adopts the view of COSO by modelling risk as an uncertainty with negative impact to the value layer, and an opportunity as the one with positive impact.

Event represents uncertain circumstance that affects the attainment of the value layer. An event is characterised by likelihood and severity as explained in Section 3.1. Likelihood is represented in terms of evidence (i.e., SAT and DEN) as the ones in the value layer, while severity is modelled as the extent of impact relation that relates the event layer and the value layer. The graphical representation of an event is depicted in Figure 4.3 while the impact relation is detailed in Section 4.1.4.

To avoid confusion in identifying events, we here organise events into three classes: failure, threat, and circumstance as depicted in Figure 4.4. Failure is defined as a state where the system delivers a service that is deviated from the requirement. It can occur because of a malicious intent - an attack or just simply an accident. An attack essentially is an executed threat that exploits a particular vulnerability/fault of the system, such as Denial-of-Service Attack where the attack agent has some motivations to bring the service being unavailable and has some method to realise the threat. An accident occurs without any malicious intent where vulnerability is activated by an incident originated from a random process (e.g., radar system down) or a human error (e.g., entering a wrong flight plan). Moreover, risks can also be originated from usual circumstance (e.g., air traffic increase) that is neither failure, threat, nor incident.

KAOS has introduced the notion obstacle (undesirable behaviour) and anti-goal (malicious goal). Essentially, both concepts can be used as the initial point to identify the events, since obstacle is similar with the notion of incident, while anti-goal is similar with the motivation of a threat agent. In the GR framework, all these concepts are boiled down and captured as events that are structured using some relations. We will demonstrate how to do it following a methodological step in Chapter 6.

Conventionally, risk management considers risks mainly in the level of artefact (or called assets) which is defined as “something” that is valuable for the organisation (e.g., the radar system is down or the controllers being unavailable). We here argue that there is a situation where the business is disrupted while all assets/artefacts are fully functioning. It might be because the business process is disrupted (e.g., order delivery is late); or there is a state-of-affair that prevents the business objective to be achieved (e.g., new competitors, new regulations). Thus, analysts must analyse all relevant risks for all three levels of the value layer: objective, process, and artefact.
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We next focus on treatments/countermeasures/mitigation intended to mitigate risks. A treatment may affect on a risk in two different ways: reducing its likelihood or attenuating its severity. To reduce the likelihood, a treatment is modelled using a contribution relation which introduces denial evidence to the event; and to reduce the severity, it is modelled using an alleviation relation. Both relations will be explained in detail in the following section.

Example 4.2. To reduce the likelihood of the outage of radar coverage, each airspace needs to be covered with at least two radar systems. In case, both systems are down in the same time, then to alleviate the severity of such a risk ATCOs are ordered to expand the airspace separation among aircraft, and each pilot is obliged to maintain the assigned separation by means of the on-board TCAS (Traffic Collision Avoidance System).

Essentially, to model treatments we use the same concepts (e.g., task, resource) introduced in the value layer. However, the aim of the execution of such task or the provision of such resource is not for achieving some goal, but mitigating risks that threaten the system and organisation businesses. In fact, this representation enables us to analysis second order risks (i.e., the risk of treatments) and to ensure the treatments are reliable enough.

4.1.4 Relationship among Constructs

Previously, we have explained basic concepts of the GR modelling language. In this section, we introduce several relations that are useful to analyse previous concepts into more details.

Figure 4.4: Taxonomy of Event
4.1. THREE LAYERS MODEL

AND Decomposition is used to refine a goal into several subgoals. To satisfy the up-level goal, it requires all subgoals to be satisfied.

Example 4.3. As in Figure 4.5 an executive controller intends to achieve manage the safety of air traffic. To achieve this, he must achieve Coordinate handover point with adjacent sectors and Provide correct air command.

OR Decomposition is used to capture alternatives to fulfil the up-level goal. To satisfy the up-level goal, it is sufficient by achieving only one of the subgoals. Moreover, both decompositions are also applicable for task, resource, and event to produce more detail structure or to capture alternatives.

Example 4.4. In Figure 4.5 the task of Coordinate with adjacent sectors, controllers can be done by performing call adjacent controllers or write a message through AFTN.

Means-End is used to identify which task or resource that provides a means to achieve a goal. It is also used for indicating a task that produces a resource.

Example 4.5. In Figure 4.5 the task of coordinate with adjacent sectors provides a means to achieve the goal coordinate handover point with adjacent sectors, while write a message through AFTN provides a means to have flight Nota that is used to communicate the change on flight plan.

Needed-by captures a necessary resource that is required to perform a particular task or required by another resource.

Example 4.6. In Figure 4.5 to perform the task of call adjacent controllers it requires the provision of phone.
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Contribution is used to analyse the side-effect of the success/failure of business objects (i.e., goals, tasks, resources) on other business objects. Typically, contribution is used when the relation between concepts is not the consequence of a deliberative action, but rather results from side-effects. Note that the concept of contribution is different from correlation in a conditional probability [171], but rather probable causation [176]. The extent of a contribution relation can be positive or negative as indicated in the arrow with + or − sign respectively. Moreover, to distinguish whether the effect is delivered due the success of a business object, the failure of a business object, or in any cases we add the sign with “S”(atisfaction), “D”(enial), or none respectively.

Example 4.7. In Figure 4.5, it indicates if the goal predict incoming traffic is fulfilled then it contributes positively by adding the satisfaction evidence of coordinate handover point with adjacent sectors, and if it fails then it will add the denial of evidence of the goal. In the case of the goal record all ATM activities, it receives supporting evidence if the task write a message through AFTN is successfully executed, otherwise the goal does not receive any side-effect from the task.

Impact indicates of the effect of an event affecting business objects in the value layer. Essentially, an impact of an event is qualitatively distinguished into four types:

- Strong Positive (+++) - the event (opportunity) occurrence supports strongly the fulfilment of a business object;
- Positive (+) - the event (opportunity) occurrence supports fairly the fulfilment of a business object;
- Negative (−) - the event (risk) occurrence prevents fairly the fulfilment of a business object;
- Strong Negative (−−) - the event (risk) occurrence prevents strongly the fulfilment of a business object.

Essentially, an impact relation introduces new evidence – DEN for negative relations and SAT for positive relations – to the business object with considering the type of impact relations and the likelihood of events (i.e., computed over SAT and DEN of the events).

Example 4.8. In Figure 4.6, both events not up-to-date flight progress strip (FPS) and radio communication link disruption can prevent the achievement of the goal of provide correct air command.

Probable Causality captures the correlation among events in the event layer. Notice one event can trigger another event; or an even inhibits some other event events to occur. It has similar characteristic with the one for contribution relations.

Example 4.9. In Figure 4.6 the event bad weather increases the likelihood of having radio communication link disruption, in which at the end increases the risk of the system.

Effect models the mitigation where the treatment operates by reducing the likelihood of an event
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Alleviation models the mitigation where the treatment operates by reducing the extent of impact relation of an event in obstructing the business object.

Example 4.10. In Figure 4.6, the treatment of verify FPS with actual air situation display aims at reducing the impact of the event not up-to-date flight progress strip (FPS), and the treatment allocate special frequency band reduces the likelihood of having radio communication link disruption.

Notice that there are significant similarity behaviours among the concepts of contribution, probable causality and effect. For instance, the behaviour of the effect relation can be mimicked with the “−” contribution, and in principle probable causality and contribution have similar behaviours. Therefore, we here reduce them into a concept of contribution.

4.2 Goal-Risk in Multi-Actor Setting

In the previous section, we have presented the core of GR modelling language. This section will extend it to be better suited in dealing with a multi-actor setting. Indeed one may just argue it is sufficient to assess the risk in an organisation by treating it as a single “big” actor. However, this approach fails to understand the domino-effect [166] of a risk to the performance of each unit in the organisation. Moreover, it is hardly possible to use it to perform analysis in outsourcing scenarios, since there is no “big” actor. At last, but not the least, it is critical to have a model that can assess perceived risk, besides actual risk, of each actor in the organisation. Moreover, some scholars prove that people reaction does not always reflect the actual risk [128, 179], but rather their perception. For instance, many studies show that people perceive driving safer than flying [179]. Conversely, the facts show that car crashes cause 42,642 deaths every year (only in US); this is equivalent to have a full-loaded Boeing 727 crashing every 1.5 day (or 225 crashes in a year) [206]. However, according to NTSB report [207] the annual accident-rate of aviation, from 1988 - 2007, is never beyond 0.7 accident per million hours of flight which is so remote comparing with the car crashes.

To enable perceived risk assessment, the GR modelling framework should be able to capture actors’ mental-states, which are relevant to compute perceived risk, and the social relationships among actors in the organisation. In the following, we will illustrate the difference between perceived risk and actual risk, and we then introduce some concepts that enable us to modelling them.
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4.2.1 Actual Risk vs Perceive Risk

Risk is the expected loss due to a negative event. Based on that value, users make decisions that attempt to minimise or to avoid it. However, some studies \cite{Lacoheea128} shows that on many occasions users behave differently. For instance, people perceive driving safer than flying though it is shown statistically otherwise. Those studies conclude that users behave according to their perception of risk rather than to the actual risk level. Several aspects can influence user perception toward risk, such as trust towards other actors, social norms, and risk/event characteristics (e.g., intentionality, recency, spectacularity) \cite{Lacoheea179, Lacoheea187}; in addition the way in which risk is communicated can affect the user perception \cite{Lacoheea142}.

In \cite{Lacoheea128}, the authors study the behaviours of Internet users (i.e., decision to buy via online). In that study, Lacoheea et al. \cite{Lacoheea128} argued that there are strong relations among security, risk, and trust in affecting the behaviours of Internet users (i.e., decision to buy via online). Intuitively we assume that users will buy something if they believe that the risk is acceptable. In fact, the study indicates that most of users decide to order via Internet though the merchant does not have high security measures, but they believe that the merchant is trustworthy. Moreover, it shows also that having restitution policies is more effective than employing heavy security protection in gaining the users’ trust. Thus, we can conclude that trust relation affects the perception of users about the risk of buying through Internet (i.e., deduced from their behaviours), and it does not necessarily follow the real value of risk (i.e., likelihood $\times$ severity). From these examples, we conclude the trust of users towards other users or the system is a fundamental aspect for assessing perceived risk.

Moreover, the perception of risk is also closely related with user expectations and preferences. User expectations represent the user feeling that something is about to happen, and user preferences capture the predisposition in favour of something. Different users can have different expectations for the same situation. Perceived risk can be seen as the distance between user expectations and preferences and the risks that users tolerate. For instance, if the expected losses of two events are the same, but Alice tolerates a risk more than user Bob; then Bob perceives the event is more risky than Alice’s perception. Expectations also include the opportunities that users have when taking a risk. A concrete example is given by the number of people gambling, though they realise how remote the odd of winning the game is.

Moreover, perceived risk is also related with culture and norms of a particular society \cite{Lacoheea179}. For instance, Indonesian citizens argue that e-Commerce is extremely risky, while EU citizens have a different perception of it. In any case, when a user is on the Internet, he is exposed to the same set of hackers. The different perception of risk between Indonesian and EU citizens is caused by the fact that e-Commerce transactions are not a common means in the Indonesian society. This aspect of perceived risk might also explain why driving is not perceived as dangerous; driving is considered an ordinary activity in almost every society.

Risk management aims to reduce the likelihood of events or their impacts within an acceptable level. This approach however is not suitable to manage perceived risk; users might behave carelessly because they know that they are exposed to risks remotely or because they seek opportunities. The aim of perceived risk management is to correct the user perception, advising users when their perception diverges from actual risk. To enable such modelling, in the next sections we introduce the concepts of actor, social relation among actors in the system, and mental-state of the actor.
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4.2.2 Actor, Role, and Agent

**Actor** is an autonomous entity that has its own intentions (probably delegated from another actor). An actor can be a software agent [96] since it has an intention which is originated from some human agents (i.e., users, stakeholders). Actually, actor covers two basic concepts: role and agent as depicted in Figure 4.7.

**Agent** is an autonomous entity with a concrete manifestation in the system. It covers humans (e.g., stakeholders, users) as well as software agents and organisations.

**Role** is an abstract representation, in terms of a set of behaviours and functionalities, of an active entity within a particular setting.

In nutshell, role can be seen as a class and agent as its instantiation which plays a single role or more. Typically, a design is done at the role level, and in runtime agents operate to achieve their intentions. An agent (or a role) can be part of another agent (or another role) as an individual is a part of a group.

Previously, goal is defined as a state of affairs that an actor intends to be satisfied. In a multi-actor setting, we refine such definition following the notion of goal in SI* [230] where the actor, which is interested in the goal, can be different from the one that is capable to fulfil it.

**Example 4.11.** Based on the example 4.1, in the rationale of an executive controller he is interested on the achievement of have orderly incoming traffic and manage current air traffic, while a planning controller is able to achieve the goal of have orderly incoming traffic even (assuming) it is not her interest as depicted in Figure 4.8.

---

2 The study about entitlement is out of the scope of this thesis
3 To avoid a gender debate, this work assume the executive controller is a male, and the planning controller is a female
Adopting from SI*, an actor has desires and capabilities that are modelled as relations between the actor and a goal/a task/a resource.

**Request** indicates the desire of an actor for the achievement of a goal, the execution of a task, or the provision of a resource.

**Provide** indicates the capability of an actor in achieving a goal, executing a task, or provisioning a resource.

In graphical diagrams, both relations are represented as edges between an actor and a goal, a task, or a resource labelled with “R” and “P” respectively as in Figure 4.8. The distinction between desire and capability enables us in modelling which actors are at risk (i.e., risk owner) because they desire something that they are incapable of (e.g., Executive Controllers). In addition, actors can be called as risk source because they are potentially malicious (either have intentions or even means) or simply provide faulty/vulnerable business objects. An actor that is capable to mitigate risks are called risk controller.

In a GR model, each business objects should be felt on some actors’ rationale either as their desires or capabilities. However, it is not always the true for events because there is an event which is not concerning particular actors. Therefore, in Figure 4.9 we distinguish between global event (e.g., bad weather), which is independent from any actors, and local event (e.g., issue wrong air command), which is related to particular actors because its likelihood might be vary depending on the actors/agents.

### 4.2.3 Social Relation

**Dependency** (or delegation on execution in SI*) is a relation between two actors, which denotes that an actor (the depender) depends on another actor (the dependee) for the attainment of a particular business object (the dependum). Intuitively, dependency relations bound the dependum evidence in the depender’s rationale to the evidence from the dependee.

**Example 4.12.** In Figure 4.8 an executive controller depends on a planning controller to satisfy the goal have orderly incoming traffic, because she has capability to achieve the goal.

By delegating the fulfilment of a particular business objects, the delegator then becomes vulnerable because, if the delegatee fails to fulfil the assigned responsibilities, the delegator will not be able to achieve his/her objectives. Thereby, such a situation introduces risks that can decrease the dependability of the system.
Trust captures an actor’s (the trustor) belief that another actor (the trustee) behaves according to an agreement (the trustum). The trustum here refers to the attainment of business objects. Together with the notion of trust, we adopt also the notion of distrust [82]. This relation is used to model the belief of an actor about the misbehaviour of another actor in fulfilling the trustum. Trust is characterised by a level which represents the degree of trust between two actors. According to [47, 183] trust can be seen as the mental counterpart of dependency; dependency is an action due to a decision, whereas trust is a mental state driving such a decision. Therefore, trust is normally necessary for delegation. However, there can be situations where an actor has to assign responsibilities to untrusted actors since s/he has no alternatives or an authority has prescribed to do so [73]. In fact, in [12] we underline the fact that actors are expose to risks because they depend on other actors for accomplish some task, and not because of trust. In other words, there is no harm in trusting someone.

Many researchers have investigated the relationships between trust and risk. Jøsang and Presti, in [114], notice that trust and risk drive the decision-making process. Risk is used as a measure of reliability trust (i.e., the probability of having a successful transaction); reliability trust together with the risk attitude of a user supports the user in making (trust) decisions. Solhaug et al. in [191], emphasise that risk cannot be inferred from trust because trust does not include aspects concerning the impact in case the trustee betrays. These proposals, however, attempt to assess actual risk. For instance, if Bob depends on Alice for some tasks, the actual risk is the same whether or not Bob trusts Alice. What changes is Bob’s perception of risk: if Bob trusts Alice, he believes that Alice carries out the task regardless of the reality. In this work, we have identified two types of trust relevant to perceived risk: trust in execution and trust in evidence. Trust in execution represents the trustor belief of the capability and dependability of the trustee in fulfilling the trustum. Trust in evidence represents the trustor belief of the evidence provided by the trustee about the trustum.

Example 4.13. If Luke (an execution controller) trusts (in execution) Paula (a planning controller) on manage incoming traffic, he perceives that incoming air traffic will be ordered properly by Paula. In the case of Robert (a sector supervisor) trusts in evidence provided by Paula about her performance in manage incoming traffic, then Robert’s perception of risk depends on the evidence provided by Paula.

In the first case, the perceived risk of Luke is deduced independently from the risks suffered by Paula. In the second case, if Paula indicates the traffic increase is beyond her capability (i.e., she feels at risk), then Robert’s perceived risk increases; while Luke’s perceived risk is remain the same. The graphical representation of these social relations are presented in Figure 4.10 which dependency, trust on execution, and trust on evidence are depicted using relations with a label “De”, “Te”, and “Tev” respectively. In the case of distrust relations, we use “Se” to denote distrust on execution and “Sev” for distrust on evidence.

4.2.4 Mental State

Utility Function quantifies the value generated by business objects. Conceptually, the notions of utility and value are different [23]: the utility of business objects in an actor’s perspective is assessed by summing up all the values generated for the actor, and it is not the case for the notion of value. In other words, a resource has the same value for two actors, but it might have different utility depending on the actors’ rationale.

Example 4.14. The application airspace modeller is valuable for the performance of ATM. The application costs (value-in-exchange) the same for any actors in the Air Traffic Control System. However, we assume that the indication from Paula does not modify Luke’s trusts toward Paula.
4.3 Summary

In this chapter, we have introduced the basic concepts of the Tropos Goal-Risk modelling language for modelling and analysing risks in an organisation/a single actor or a multi-actor setting. All of those concepts are structured in terms of a meta-model depicted in Figure 4.11 and in particular Figure 4.12 for social relations.

In Figure 4.11 the model presents the basic constructs of the GR modelling language, such as: business objects (i.e., goals, tasks, and resources), events, and relations among concepts (e.g., decomposition, contribution, alleviation, means-end, needed-by). Moreover, impact is considered as a special relation

Risk Tolerance is the expected loss acceptable by users. As mentioned before, perceived risk is not an absolute value; it is defined as the distance between the risk tolerance and the expected loss.

Example 4.15. Two actors – Alice and Bob – expose to the risk of losing 2K on a transaction. The income of the two users is different, let say, Alice earns 100K/year and Bob 50K/year. Assuming that the income corresponds with the level of risk tolerance, Bob can argue that a transaction is risky, while Alice is more willing to accept the risk.

Risk tolerance can be used to represent user expectations and preferences. Moreover, actors tend to be more risk tolerant for the matters that they prefer, but they are sensitive to the ones related to their expectation.
because it can be a relation between an event and a business object, or it can act as a target node in the case of alleviation relation (as illustrated in Figure 4.5). In addition, those constructs have some properties characterising them. For instance, goal, task, resource, and event have evidence values (i.e. SAT and DEN). Some relations (e.g., contribution, alleviation, decomposition) have several subtypes as indicated in Figure 4.11.

Figure 4.11: Metamodel of the Goal-Risk Modelling Language

Figure 4.12: Metamodel of Social Relations in GR
To capture social relation among actors, the GR modelling framework adopts the concept of *dependency* from $i^*$ [226] and *trust* from $SI^*$ [230]. In Figure 4.12, we present the metamodel of both relations. However, the entitlement/permission aspect in $SI^*$ [230] is out of the scope of the thesis. Indeed giving permission (i.e., delegation of permission) may introduce a new source of risk, but it is not always the case. For instance, Alice gives permission to Bob to use her PC to finish the group assignment, then the conclusion whether Alice is at risk or not is too premature. Unlike the dependency (delegation of execution), the fact of Alice delegates the permission to Bob is insufficient to decide whether it will put Alice at risk or not. Though Bob misuses the permission by using the PC not according to the purpose in which Alice agrees upon (i.e., finish the group assignment), it is still not necessarily a risk for Alice. Bob may use the PC for checking his mail account which does nothing harms for Alice. Therefore, we consider the need to study in depth the characteristics of entitlement.
Chapter 5

Risk Analysis

Several approaches have been proposed in the literature to analyse and assess risk against others CO-RAS [64], COSO-ERM [58], and i*-based [141]). Models are used to capture and represent risk-related concepts that affect the system’s performances. Unfortunately, the lack of a formal representation makes hard to perform automated analyses even for the tedious ones (e.g., compute the risk level, sum the total cost).

In this chapter, we present the underlying formal model of our approach aiming at enabling automated analysis techniques. Forward Analysis (adapted from [80]) is proposed to compute the risk level of an organisation (Section 5.3). To make the analysis is generic (i.e., able to assess actual risk and perceived risk), a GR model must be pre-processed before performing forward analysis (Section 5.2). Another analysis technique, namely Backward Analysis (adapted from [181]) intends to elicit possible treatments that can mitigate the risk up to an acceptable level (Section 5.4). Finally, we conclude with a summary (Section 5.5).

5.1 Tropos Goal-Risk Model as a Formal Model

We define a GR model mathematically as a quadruplet \( \langle N, R, I, S \rangle \) where \( N \) is a set of nodes of business object, \( R \) is a set of relations relating between nodes, \( I \) is a set of special relations relating the value layer and the event layer, and finally \( S \) captures social relationship between actors in the organisation.

5.1.1 Nodes - \( N \)

Definition 5.1. \( N \) is a set of nodes which is the union of global events \( E_G \)\(^2\) and actors’ rationale or perspective \( P \), which is defined a set of tuples of \((a, o, p)\), where:

- \( a \in A \), where \( A \) is the set of actors participating in the organisation/system;
- \( o \in O \cup E_L \), where \( O \) is a union of business objects (i.e., goals \( G \), tasks \( T \), resource \( M \)) and local events \( E_L \).
- \( p \subset \{ \text{request, provide} \} \) is the relation stating whether \( o \) is the actor’s desire, capability, or none (i.e., in the case of \( o \in E_L \)).

\(^1\)One can consider a GR model as \( \langle N, R, I \rangle \) if the analysis is done for a single actor
\(^2\)Formally, \( E_G \) is denoted as \( \{ (a, e, p) | e \in E_G \land a = \text{nil} \land p = \emptyset \} \) which is not part of any actors’ perspective
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Each node has two attributes - SAT(Sat(N)) and DEN(Den(N)) - representing the value of evidence that such node N will be satisfied or denied. It is based on the idea of the Dempster-Shafer (DS) theory of evidence [182] where the evidence of a goal (or other constructs) being denied (DEN) cannot be inferred from evidence on the satisfaction of the goal (SAT), and vice versa. Unlike in probability theory, if Prob(A) = 0.1 then we can infer that probability of ¬A is 0.9 (i.e., P(¬A) = 1 − P(A)). For instance, Air Traffic Management (ATM) system has strong evidence (let say 0.9) that the goal manage air traffic safely will be satisfied because it has qualified controllers and a reliable Air Traffic Control (ATC) system. However, we cannot infer how much the DEN of this goal because there is no other information which says so.

We here define qualitatively the value in the range of \{(F ull), (P artial), (N one)\}. Suppose N - (a,o,p) - is a goal (o ∈ G), the value attribute is indicated as a node label and is represented by 6 different satisfaction predicates:

- **FS(a,o) (FD(a,o))** - Actor a believes there is (at least) full/sufficient evidence to support the claim that goal o will be satisfied (or denied);
- **PS(a,o) (PD(a,o))** - Actor a believes there is (at least) partial/some evidence to support the claim that goal o will be satisfied (or denied);
- **NS(a,o) (ND(a,o))** - Actor a believes there is no evidence to support the claim that goal o will be satisfied (or denied). They are the same with T predicate in [80]. It is not mandatory to write these predicates in formalisation. They could be left implicitly.

The predicates state that there is at least a given level of evidence that the goal is satisfied (or denied), and we assume that full ≥ partial ≥ less, with the intended meaning x ≥ y ↔ x → y. Hence, we can write the following invariants:

\[
\begin{align*}
\text{Node Invariant Axioms} \\
(a,o,p) : & \quad FS(a,o) \rightarrow PS(a,o) \rightarrow NS(a,o) \quad \text{where } o \notin \{E_L \cup E_G\} \\
& \quad FD(a,o) \rightarrow PD(a,o) \rightarrow ND(a,o)
\end{align*}
\]

Axiom (5.1)-(5.2) formalise the invariant of the value of SAT and DEN. If a node has (at least) full evidence of satisfaction (or denial), then it consequently has also (at least) partial evidence of satisfaction (or denial). Two actors can have two different level of evidence for the same goal.

5.1.2 Impact \( \mathcal{I} \)

**Definition 5.2.** \( \mathcal{I} \subseteq E \times N_2 \) where

- \( \mathcal{E} = \{(a_1, o_1, p_1) \in N_1| o_1 \in E_L \cup E_G\}; \)
- \( N_2 = \{(a_2, o_2, p_2) \in N_2| o_2 \in O\}. \)

Impact(e.g., \( E \xrightarrow{x_i} N \)) indicates the severity of events \( E \) (\( E_L \) and \( E_G \)) impacting the attainment of a business object - \( N \). The relations are categorised into several types \( x_i \in \{++, +, -, --, --\} \).

\(^3\) The similar principle is also applied for a task to be executed, a resource to be provided, or an event to occur
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Figure 5.1: Impact and Alleviation in ATM scenario

Table 5.1: Likelihood Calculation based on Evidence Values

<table>
<thead>
<tr>
<th>$\text{Sat}(E)$</th>
<th>$\text{Den}(E)$</th>
<th>$\lambda(E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>F</td>
<td>L</td>
</tr>
<tr>
<td>F</td>
<td>P</td>
<td>O</td>
</tr>
<tr>
<td>P</td>
<td>N</td>
<td>O</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>R</td>
</tr>
<tr>
<td>P</td>
<td>F</td>
<td>R</td>
</tr>
<tr>
<td>P</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>N</td>
<td>F/P/N</td>
<td>U</td>
</tr>
</tbody>
</table>

Essentially, the negative relations add $\text{DEN}$ evidence of $N$ (i.e., risk), and the positive ones increase $\text{SAT}$ evidence of $N$ (i.e., opportunity). Impact relations are considered special because they act as relations between events and business objects, but it also behaves like a target node for alleviation relations. Since the risk level is defined by its likelihood ($\lambda(E)$) and its severity ($x_i$), we need to consider $x_i$ and $\text{SAT}$-$\text{DEN}$ (to calculate $\lambda(E)$) before determining the value of evidence propagated to $N$. The likelihood of $E$ are qualitatively categorised into 4 levels: (L)ikely, (O)ccasional, (R)are, and (U)nlikely, with intended meaning $L > O > R > U$. They are represented in terms of four predicates: Unlikely($E$), Occasional($E$), Rare($E$), Unlikely($E$), respectively. Table 5.1 defines the calculation rules of likelihood from $\text{SAT}$ and $\text{DEN}$ values; and given the likelihood and the extent of impact, $N$ receives additional evidence based on the propagation rules in Axiom (5.3)-(5.18).
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<table>
<thead>
<tr>
<th>Relation</th>
<th>Relation</th>
<th>Axioms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \overset{++}{\rightarrow} N$:</td>
<td>Likely$(a,e)$</td>
<td>$FS(a,o)$ (5.3)</td>
</tr>
<tr>
<td>Occasional$(a,e)$</td>
<td>$PS(a,o)$ (5.4)</td>
<td></td>
</tr>
<tr>
<td>Rare$(a,e)$</td>
<td>$PS(a,o)$ (5.5)</td>
<td></td>
</tr>
<tr>
<td>Unlikely$(a,e)$</td>
<td>$NS(a,o)$ (5.6)</td>
<td></td>
</tr>
<tr>
<td>$E \overset{-}{\rightarrow} N$:</td>
<td>Likely$(a,e)$</td>
<td>$PS(a,o)$ (5.7)</td>
</tr>
<tr>
<td>Occasional$(a,e)$</td>
<td>$PS(a,o)$ (5.8)</td>
<td></td>
</tr>
<tr>
<td>Rare$(a,e)$</td>
<td>$NS(a,o)$ (5.9)</td>
<td></td>
</tr>
<tr>
<td>Unlikely$(a,e)$</td>
<td>$NS(a,o)$ (5.10)</td>
<td></td>
</tr>
<tr>
<td>$E \overset{-}{\rightarrow} N$:</td>
<td>Likely$(a,e)$</td>
<td>$FD(a,o)$ (5.11)</td>
</tr>
<tr>
<td>Occasional$(a,e)$</td>
<td>$PD(a,o)$ (5.12)</td>
<td></td>
</tr>
<tr>
<td>Rare$(a,e)$</td>
<td>$PD(a,o)$ (5.13)</td>
<td></td>
</tr>
<tr>
<td>Unlikely$(a,e)$</td>
<td>$ND(a,o)$ (5.14)</td>
<td></td>
</tr>
<tr>
<td>$E \overset{-}{\rightarrow} N$:</td>
<td>Likely$(a,e)$</td>
<td>$PD(a,o)$ (5.15)</td>
</tr>
<tr>
<td>Occasional$(a,e)$</td>
<td>$PD(a,o)$ (5.16)</td>
<td></td>
</tr>
<tr>
<td>Rare$(a,e)$</td>
<td>$ND(a,o)$ (5.17)</td>
<td></td>
</tr>
<tr>
<td>Unlikely$(a,e)$</td>
<td>$ND(a,o)$ (5.18)</td>
<td></td>
</tr>
</tbody>
</table>

Let’s assume, in Figure 5.1 (i.e., $E_{01} \overset{\rightarrow}{r} G_{03}$), there is strong (i.e., full) evidence for sudden increase on air traffic ($E_{01}$) due to the summer holiday, and no evidence of denial. Based on the Table 5.1, $E_{01}$ is considered as a likely event, and consequently $E_{01}$ will deliver full evidence of denial to the goal plan incoming air traffic ($G_{03}$). In addition, an event without any evidence of satisfaction is considered as an unlikely event regardless from the value of denial evidence. Such events do not introduce any new evidence to the business object regardless of the severity of the impact relations.

5.1.3 Relations - $\mathcal{R}$

**Definition 5.3.** $\mathcal{R}$ is the set of relationship among nodes in a GR model represented as $(N_1, \ldots, N_n) \overset{r}{\rightarrow} N$, where $N_1, \ldots, N_n$ are called source nodes and $N$ is the target node in which $\{N_1, \ldots, N_n, N\} \in \mathcal{N}$ which are related with the $r$ relation (i.e., Dec\textsubscript{and}, Dec\textsubscript{or}, Contr, Means-end, and Needed-by).

In general, the evidence is propagated from source nodes to the target node depending on the type of relation $(r)$ and the evidence value of the source nodes.

**Definition 5.4.** $\text{Dec} \subseteq 2^{\mathcal{N}} \times \mathcal{N}$ is the set of decomposition relations. There are two types of decomposition relation: AND and OR decomposition. Notice that upper level (target) nodes must have the same type of subnodes (source). Moreover, decomposition relations are intra-actor, that is, the target and source nodes must be in the rationale of the same actor.

**Definition 5.5.** $\text{Dec}_{\text{and}}$ (e.g., $(N_2, N_3) \overset{\text{and}}{\rightarrow} N_1$) indicates the refinement of $N_1$ into several subnodes $N_2$ and $N_3$. To attain the upper level node, one must be able to satisfy all the subnodes, and consequently, the failure of one of the subnode results in the failure of the upper level node.

\[4\text{If a target node is a global event, then all source events should be also global events.}\]
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Axiom (5.19)-(5.24) define how SAT and DEN evidence of nodes are calculated on the basis of the evidence of their AND-subnodes. Since the upper level will be satisfied if and only if all subnodes are satisfied, we assume that the SAT evidence of an upper level node is driven by the weakest subnode (i.e., the subnode with the lowest SAT value) as defined in Axiom (5.19)-(5.21). Conversely, the DEN evidence of the upper level node follows the worst subnode (i.e., the subnode with the highest DEN value) as formalised in Axiom (5.22)-(5.24), because the failure of a subnode is sufficient to result in the failure of the upper level node.

Axiom (5.25)-(5.30) define how SAT and DEN evidence of nodes are calculated on the basis of the evidence of their OR-subnodes. On the contrary with AND-decomposition, the SAT evidence of an upper level node here follows the highest SAT evidence of its subnodes (Axiom (5.25)-(5.27)), whereas the DEN evidence follows the lowest DEN values (Axiom (5.28)-(5.30)).

For instance, in Figure 5.2, communicate with pilot on-board is AND-decomposed into subgoals Know the aircraft call sign and Aircraft is reachable by radio comm. To satisfy the upper level goal, one must fulfil all these subgoals.

**Definition 5.6.** $\text{Dec}_{\text{or}}$ (e.g., $(N_2, N_3) \rightarrow_{\text{or}} N_1$) refines $N_1$ into several subnodes $N_2$ and $N_3$. It is enough to satisfy one of the subnodes for the achievement of $N_1$, and consequently the failure of $N_1$ only occurs if all of the subgoals fail.
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For instance, in Figure 5.2 ensure the validity of Flight Plan (FP) is OR-decomposed into subgoals monitor the progress of FP in FDPS or Communicate with Pilot on Board. To satisfy the upper level goal, it is sufficient by fulfilling one of the subgoals.

**Definition 5.7.** Means-end $\subseteq \mathcal{N}_1 \times \mathcal{N}_2$ where

- $\mathcal{N}_1 = \{(a_1, a_1, p_1) \in \mathcal{N} | o_1 \in G \cup M\}$;
- $\mathcal{N}_2 = \{(a_2, o_2, p_2) \in \mathcal{N} | o_2 \in T \cup M\}$;
- not $o_1, o_2 \in M$;
- $a_1 = a_2$.

Means-end (e.g., $N_2 \rightarrow N_1$) indicates $N_2$ is a means to attain $N_1$. It captures the task or the resource used to satisfy goals; or to indicate the task that produces a resource. Moreover, means-end relation is an intra-actor relation.

This relation behaves similarly with a causation relation [176] or an implication relation. If there are more than one means (i.e., $N_2, N_3$) to achieve the end ($N_1$), then their behaviour is similar to Dec or (i.e., $N_2 \rightarrow N_1, N_3 \rightarrow N_1 \leftrightarrow (N_2, N_3) \rightarrow N_1$)
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For instance, in Figure 5.3, the execution of write all issued command to FPS (T_{04}) is a means for providing Flight Progress Strip (FPS) (R_{02}), hence the evidence of R_{02} follows the evidence of T_{04} (the same as axiom (5.35) -(5.36)). However, in the case of there are two ways to achieve G_{01} (i.e., T_{02} → G_{01}, R_{01} → G_{01}), this setting is equivalent with (T_{02}, R_{01}) \rightarrow\rightarrow G_{01} and the propagation rules are governed by axiom (5.25)-(5.30).

Definition 5.8. \text{Needed-by} \subseteq N_1 \times N_2 where

- N_1 = \{(a_1, o_1, p_1) \in N | o_1 \in M\};
- N_2 = \{(a_2, o_2, p_2) \in N | o_2 \in T \cup M\};
- a_1 = a_2.

\text{Needed-by} (e.g., N_2 \rightarrow N_1) indicates N_2 is needed to attain N_1. It is used to indicate the resource that is required for executing a task or required by another resource, and it is an intra-actor relation.

This relation seems to be the inverse of \text{Means-end}, though it has some particularities. For instance, if there are more than one resources (i.e., N_2, N_3) required to execute/to provide (N_1), then it behaves similarly to \text{Dec-and} (i.e., N_2 \rightarrow N_1, N_3 \rightarrow N_1 \iff (N_2, N_3) \text{and} N_1)

For instance, in Figure 5.3, the execution of write all issued command to FPS (T_{01}) requires Flight Progress Strip (FPS) (R_{02}) and FPS printer (R_{03}) (i.e., R_{02} \rightarrow\rightarrow T_{01}, R_{03} \rightarrow\rightarrow T_{01}) which is equivalent with (R_{02}, R_{03}) \text{and} T_{01} and the propagation rules are governed by Axiom (5.19)-(5.24).

Definition 5.9. \text{Contr} \subseteq N_1 \times N_2 where

- N_1 = \{(a_1, o_1, p_1) \in N | o_1 \notin E_L \cup E_G\};
- N_2 = \{(a_2, o_2, p_2) \in N\}.

\text{Contr}_x (e.g., N_2 \rightarrow N_1) models the side-effect of the attainment/failure of a node- N_2 to another node- N_1 where x \in \{+, ++, +s, -s, --, +D, ++D, -D, --D\}.

The type x represents the influence of a source node on the target node, such as ++S propagates only SAT evidence, or ++D propagates only DEN evidence. Moreover, the sign x = + is the shortcut for +S and +D. \text{Contr} can be either an intra-actor or inter-actor relation since the fulfilment of an actor’s goal can affect positively/negatively the fulfilment of a goal (or the execution of a task, or the provision of a resource, or the occurrence of an event) in another actor’s rationale.

These relations are also used to model the effect of treatments (depicted as tasks) on the likelihood of events. These relations are not applicable only if the source node is an event and the target node is a business object. For the last situation, we model such a situation using impact relations because the evidence propagation is governed by the likelihood, instead of evidence values. Moreover, the relation from events to business object must be able to act as a target node to capture the severity reduction of risk.

As an intra-actor relation, both the source and the target node are laid in the same actor, whereas as an inter-actor relation, both nodes are in different actors’ rationale. Axiom (5.31)-(5.44) defines the formalisation of contribution relations from the source node to the target node. The axioms specify that the evidence that an actor (a_2) has on the satisfaction or denial of a node (a_2) affects the evidence that

\footnote{The sign + means the relation propagates both evidence (i.e., +S and +D).}
another actor \((a_1)\) has on the satisfaction or denial of its node \((o_1)\). In the case of an intra-actor relation, \(a_2\) and \(a_1\) are the same actor. In particular, Axiom 5.31-5.32 define that a node that has no evidence does not affect the SAT or DEN evidence of another node. Axiom 5.33-5.44 propagate SAT or DEN evidence from the source node to the target node according to the type of contribution the evidence of the source node.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Relation Axioms</th>
</tr>
</thead>
</table>
| \(N_2 \leftarrow N_1\) | \(NS(a_2, o_2) \rightarrow NS(a_1, o_1)\)  
\(ND(a_2, o_2) \rightarrow ND(a_1, o_1)\)  
\(FS(a_2, o_2) \rightarrow FS(a_1, o_1)\)  
\(PS(a_2, o_2) \rightarrow PS(a_1, o_1)\)  
\(FD(a_2, o_2) \rightarrow FD(a_1, o_1)\)  
\(PD(a_2, o_2) \rightarrow PD(a_1, o_1)\)  
\(PS(a_2, o_2) \rightarrow PS(a_1, o_1)\)  
\(PD(a_2, o_2) \rightarrow PD(a_1, o_1)\)  
\(FS(a_2, o_2) \rightarrow FS(a_1, o_1)\)  
\(PD(a_2, o_2) \rightarrow PD(a_1, o_1)\)  
\(FS(a_2, o_2) \rightarrow FS(a_1, o_1)\)  
\(PD(a_2, o_2) \rightarrow PD(a_1, o_1)\)  

In Figure 5.3, the achievement of the goal ensure traceability of air command issued by ATCos \((G_{02})\) contributes positively to the goal able to perform incident and accident investigation \((G_{01})\). It indicates that (at most) partial evidence of SAT of \(G_{02}\) is propagated to the SAT of \(G_{01}\), and the same for DEN. In the case of “+\(S\)”, the SAT evidence of flight Progress Strip (FPS) \((R_{04})\) is counted as DEN evidence to ensure confidentiality of FPS \((G_{05})\), but the relation does propagate the DEN of \(R_{04}\). It is because the existence of FPS might compromise the confidentiality of FPS, but the non-existence of FPS does not imply that the confidentiality of FPS is preserved. In other words, the provision of \(R_{01}\) adds the denial evidence of \(G_{05}\), but the denial of \(R_{01}\) does not affect \(G_{05}\). Another example, the evidence of plan incoming air traffic \((G_{03})\) being denial supports the DEN of manage current air traffic \((G_{04})\) up to partial level. However, the SAT evidence of \(G_{03}\) could not be counted as supporting evidence for the SAT of \(G_{04}\), because the satisfaction of \(G_{03}\) closely depends on the performance of executive controllers (ECs) and their supporting artefacts.

**Definition 5.10.** Alleviate \(\subseteq \mathcal{N}_1 \times \mathcal{I}^-\) where

- \(\mathcal{N}_1 = \{(a_1, o_1, p_1) \in \mathcal{N} | o_1 \in \mathcal{T}\}\);
- \(\mathcal{I}^- \subseteq \mathcal{I}\).

Alleviate (i.e., \(TR_1 \xrightarrow{a} [I]\)) denotes a treatment - \(TR_1\) mitigating the (negative) impact \((\mathcal{I}^-)\) of events (i.e., \(I = E \xrightarrow{x} N\)). The extent of mitigation \((x_a)\) is categorised into two levels: \(+\) and \(-\).

\(^6\)\(x \in \{++, +s, --s, -s, ++d, +d, -d, -d\}; A_1\) and \(A_2\) might be the same actor or two different actors.
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<table>
<thead>
<tr>
<th>Alleviation</th>
<th>Initial</th>
<th>Rewrite</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{TR} \rightarrow [I]$</td>
<td>$E \rightarrow N$</td>
<td>$E \emptyset \rightarrow N$</td>
</tr>
<tr>
<td>$\text{TR} \rightarrow [I]$</td>
<td>$E \rightarrow N$</td>
<td>$E \rightarrow N$</td>
</tr>
</tbody>
</table>

Table 5.2: Rewriting Rules for Alleviation Relation

Notice here impact relations are treated as the target nodes for alleviation relations. This allows us to model a treatment that mitigates the risk by reducing the severity of risk (e.g., $\rightarrow \rightarrow \rightarrow$). The rules for alleviation relations are presented in Table 5.2. For simplicity, we only consider whether the treatment is selected or not without taking into account the treatment evidence. Moreover, alleviation relations reduce only negative impact relations. The sign “∅” indicates that there is no further impact between the treated event and the business object.

In Figure 5.1 (i.e., $\text{TR}_{01} \rightarrow [E_{01} \rightarrow G_{03}]$), the event sudden increase on air traffic ($E_{01}$) impacts severely on the satisfaction of plan incoming air traffic ($G_{03}$). However, analysts believe the application of perform air space delegation ($\text{TR}_{01}$) will alleviate the severity of $E_{01}$ significantly (i.e., $\rightarrow \rightarrow \rightarrow$) so that $E_{01}$ introduces lesser DEN evidence to $G_{03}$.

5.1.4 Social Relations - $S$

**Definition 5.11.** $S \subseteq A_1 \times O \times A_2$ where $a_1 \neq a_2$

Social relations are categorised into three types of relation: dependency, trust on execution, and trust on evidence.

**Definition 5.12.** $\text{Dep}$ (i.e., $A_1 \xrightarrow{D(O)} A_2$) captures a strategic dependency of an actor (the depender-$A_1$) on another actor (the dependee-$A_2$) about the attainment some business object ($O$).

Consequently, the evidence of the business object ($O$) in the depender’s perspective ($A_1$) follows the evidence in the dependee’s one ($A_2$). We here assume that the evidence values in the depender’s are equal with the evidence values in the dependee’s rationale as specified in Axiom(5.45)-(5.50).

### Dependency Axioms

<table>
<thead>
<tr>
<th>Dependency</th>
<th>Axiom</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1 \xrightarrow{D(O)} A_2$ :</td>
<td>$	ext{FS}(a_2, o) \rightarrow \text{FS}(a_1, o)$ (5.45)</td>
</tr>
<tr>
<td></td>
<td>$\text{PS}(a_2, o) \rightarrow \text{PS}(a_1, o)$ (5.46)</td>
</tr>
<tr>
<td></td>
<td>$\text{NS}(a_2, o) \rightarrow \text{NS}(a_1, o)$ (5.47)</td>
</tr>
<tr>
<td></td>
<td>$\text{FD}(a_2, o) \rightarrow \text{FD}(a_1, o)$ (5.48)</td>
</tr>
<tr>
<td></td>
<td>$\text{PD}(a_2, o) \rightarrow \text{PD}(a_1, o)$ (5.49)</td>
</tr>
<tr>
<td></td>
<td>$\text{ND}(a_2, o) \rightarrow \text{ND}(a_1, o)$ (5.50)</td>
</tr>
</tbody>
</table>

1. Unlike previous relations, the source node of a dependency relation is the destination of the relation (i.e., the dependum in the delegatee’s rationale) because it is where the evidence is originated.
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For instance, in Figure 5.4 an executive controller (EC) depends on a planning controller (PC) (denoted by “De”) to coordinate handover point of aircraft. Thus, the evidence gathered by EC is equal with the one in PC’s perspective. By means of dependency relation, analysts can perform risk assessment or to understand how risks are affecting the overall organisation as we have presented in [15]. We call such risk assessment as actual risk assessment since the mental states of a single actor are not considered.

However, this formalisation is insufficient to understand how much risk perceived by an actor because of a dependency. To enable such analysis, we consider several additional concepts: trust relations and mental states (i.e., utility function, risk tolerance). In [12], we presented how analysts deduce the evidence perceived by the depender by considering the level of trust relation between the depender and the dependee. Back to the example in Figure 5.4, the absence of trust (i.e., neither trust nor distrust) between EC and PC about the goal might erode the evidence values provided by PC. In other words, EC perceives might perceive lesser satisfaction evidence than the one in PC’s perspective or exaggerate the denial evidence. However, such perception surely will change where EC trusts or distrusts PC. In fact, in Figure 5.4, EC trusts PC (denoted by “Te”) to coordinate handover point of aircraft through the supervisor.

**Definition 5.13.** Trust relations are distinguished into two classes:

- **Trust on execution** relation ($\text{Trust}_{e}$) represents an agent (the trustor) belief of the capability and dependability of the trustee in fulfilling a goal/business object (the trustum).

- **Trust on evidence** relation ($\text{Trust}_{ev}$) represents the trustor’s belief of the evidence provided by the trustee about the trustum.

Actually, trust relations are not binary, but rather a range value (i.e., $[0, 1]$ or fuzzy set). However, for simplification, the framework only distinguishes both trusts into two values: trust or distrust following [230]. Distrust relation models situations where an actor explicitly distrusts another actor. We here explicitly distinguish between distrust and “no trust” (called lack of trust) where an actor does not have knowledge about the behaviour of the trustee. Thus, in total there are four types of trust relation in GR modelling language: trust on execution, distrust on execution, trust on evidence, and distrust on evidence, which are represented in terms of predicates: $T_e(A_1, A_2, O)$, $S_e(A_1, A_2, O)$, $T_{ev}(A_1, A_2, O)$, $S_{ev}(A_1, A_2, O)$ respectively. The first parameter represents the trustor, the second the trustee, and the last the trustum/the business object intended to be achieved. For example, in Figure 5.5 Robert trusts (denoted as “Te”) Paula and Mary on the execution of define partial-delegation schema ($G_{12}$), but
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Figure 5.5: Dependency, (Dis)Trust on Execution and Evidence

Paula distrusts (denoted as “Se”) Mark on the execution of $G_{12}$. In addition, Robert trusts (denoted as “Tev”) on the evidence provided by Charlie about $G_{12}$.

\[(\text{Dis})\text{Trust Relations}\]

\[T_x(A_1, A_2, O) \land \text{subnode}(O_1, O) \rightarrow T_x(A_1, A_2, O_1) \quad (5.51)\]
\[T_x(A_1, A_2, O) \land T_x(A_2, A_3, O) \rightarrow T_x(A_1, A_3, O) \quad (5.52)\]
\[S_x(A_1, A_2, O) \land \text{subnode}(O_1, O) \rightarrow S_x(A_1, A_2, O_1) \quad (5.53)\]
\[T_x(A_1, A_2, O) \land S_x(A_2, A_3, O) \rightarrow S_x(A_1, A_3, O) \quad (5.54)\]

Trusts relations can be established directly or transitively as following Axiom (5.51)-(5.54). For instance, Alice trusts Bob to do X and Bob trusts Charlie to do X, then we can assume Alice also trusts Charlie to do X. Axiom (5.51) & (5.53) specify the transitivity between the upper level node to the subnode. The idea is that if the truster believes that the trustee actor will (not) achieve a goal, then the truster also believes that the truster will (not) fulfill the subgoals. Axiom (5.52) computes the transitive closure of trust relations. It infers indirect relations of trust between two actors. Axiom (5.54) deduces

\[x = e, ev \text{ and subnode}(O_1, O) \text{ refers to the situation where } O_1 \text{ is the subnode of } O \text{ in a AND/OR decomposition.}\]

\[\text{For the sake of simplicity, we assume that trust is transitive. This choice mainly depends on the qualitative approach adopted in this work. More complex trust metrics can be adopted in a quantitative approach.}\]
the indirect distrust relations between actors. The idea underlying such an axiom is that, if the trustor trusts the trustee, we can reasonably assume that the trustor will distrust the actor that is distrusted by the trustee. As an example in Figure 5.5, Robert trusts Paula on the execution of $G_{12}$, but Paula distrusts (denoted as “Se”) Mark on the execution of $G_{12}$. Following those axioms, one may assume there is a distrust relation from Robert to Mark (through Paula) about the execution of $G_{12}$.

By means of trust relations (trust or distrust), analysts may reason about the trust level between actors as specified in Axiom (5.55)-(5.57). In particular, we have considered three trust levels: Trust, Distrust, and NTrust (i.e., neither trust nor distrust) with assuming the following order of precedence: Distrust > Trust > NTrust. This choice can be regarded as a particular instantiation of the denial-takes-precedence principle [111]. This corresponds to a conservative approach which discredits all trust relations in the presence of a distrust relation. In other words, the trust level of Robert towards Mark about the fulfillment $G_{12}$ is “distrust”. If there is a distrust relation between two actors, then the framework concludes that the trust level between them is Distrust; if there are only trust relations, then the trust level is Trust. Finally, if neither trust nor distrust relation are identified, the trust level is NTrust. In fact, NTrust is necessary since sometime the requirements specification may not define any trust nor distrust relation between two specific actors. Moreover, Axiom (5.55)-(5.57) are also used to define the trust level when there are multi-paths of trust relation between actors. In Figure 5.5, Robert is connected to Mark by a distrust relation on execution for $G_{12}$ through Paula; however, there is also a trust relation between them for the same goal through Mary. In such setting, the framework concludes that the trust-level between Robert and Mark about $G_{12}$ is Distrust (based on Axiom (5.55)-(5.57)).

Notice trusting/distrusting another actor will not change the perception of an actor towards risks as far as there is no dependency between the actors. In other words, there is nothing harm in trusting someone. In assessing perceived risk, we need to revisit the dependency Axiom (5.45)-(5.50), because in perceived risk SAT and DEN evidence are propagated along dependency relations with considering the trust level between actors. Axiom (5.58)-(5.60) specify the evidence propagation when the dependency is covered by the trust level of trust on execution. In fact, in such settings the evidence gathered by the trustor is independent from the evidence in the trustee’s perspective. In Figure 5.5, Robert delegates $G_{12}$ (by delegating $G_{14}$ to Paula. By following Axiom (5.58), since Robert trusts Paula on fulfilling $G_{12}$, he might perceive to get full evidence of satisfaction on $G_{12}$ from Paula. Conversely, Paula perceives that she will get full evidence of denial of $G_{12}$ from Mark (Axiom (5.60)), if she depends on Mart to fulfil $G_{12}$. It is because Paula distrusts Mark in executing the goal $G_{12}$.

\[ x = e, ev \]
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In the case of trust on evidence, the rule propagations are defined as in Axiom (5.61)–(5.72). We here assume the lack of trust-level will result in worse perception/situation (i.e., reduce the satisfaction evidence or increase the denial evidence). For instance, in Figure 5.5 Robert trusts on the evidence provided by Charlie about define partial delegation schema \((G_{12})\) (by means of \((G_{16})\). Suppose Charlie claims there is full evidence that he will satisfy \(G_{16}\). By following Axiom (5.61), Robert perceives that the satisfaction evidence of \(G_{16}\) is also full following Charlie’s claim. If the trust-level is \(NTrust\), then Robert surely perceives a lesser degree of the satisfaction evidence. However, if the trustee distrusts on evidence given by the trustee, then the trustor assumes no evidence regardless the evidence in the trustee’s perspective (Axiom (5.67)).

According these axioms, we might reasonably conclude that a dependency in the presence of distrust relation is considered as risky decision for the dependee. Ideally, the dependee depends to the trusted dependee, though it is hardly possible in every case. These trust-levels, inferred from trust relations, are considered as some factor to calculate the perception of an actor toward risk \([20, 73]\). Notice the perceived risk is not necessarily real, an actor might over-react or under-react \([179]\).

<table>
<thead>
<tr>
<th>Dependency</th>
<th>Dependency-Trust Axiom</th>
</tr>
</thead>
</table>
| \(A_1 \xrightarrow{D(O)} A_2\) | \[
\begin{align*}
Trust_s(A_1, A_2, O) & \rightarrow FS(A_1, O) \quad (5.58) \\
DisTrust_s(A_1, A_2, O) & \rightarrow FD(A_1, O) \quad (5.59) \\
NTrust_s(A_1, A_2, O) & \rightarrow NS(A_1, O) \quad (5.60) \\
Trust_e(A_1, A_2, O) \land FS(A_2, O) & \rightarrow FS(A_1, O) \quad (5.61) \\
Trust_e(A_1, A_2, O) \land PS(A_2, O) & \rightarrow PS(A_1, O) \quad (5.62) \\
Trust_e(A_1, A_2, O) \land NS(A_2, O) & \rightarrow NS(A_1, O) \quad (5.63) \\
Trust_e(A_1, A_2, O) \land FD(A_2, O) & \rightarrow FD(A_1, O) \quad (5.64) \\
Trust_e(A_1, A_2, O) \land PD(A_2, O) & \rightarrow PD(A_1, O) \quad (5.65) \\
Trust_e(A_1, A_2, O) \land ND(A_2, O) & \rightarrow ND(A_1, O) \quad (5.66) \\
DisTrust_e(A_1, A_2, O) & \rightarrow NS(A_1, O) \quad (5.67) \\
NTrust_e(A_1, A_2, O) \land FS(A_2, O) & \rightarrow PS(A_1, O) \quad (5.68) \\
NTrust_e(A_1, A_2, O) \land PS(A_2, O) & \rightarrow NS(A_1, O) \quad (5.69) \\
NTrust_e(A_1, A_2, O) \land NS(A_2, O) & \rightarrow NS(A_1, O) \quad (5.70) \\
NTrust_e(A_1, A_2, O) \land FD(A_2, O) & \rightarrow FD(A_1, O) \quad (5.71) \\
NTrust_e(A_1, A_2, O) \land PD(A_2, O) & \rightarrow PD(A_1, O) \quad (5.72) \\
NTrust_e(A_1, A_2, O) \land ND(A_2, O) & \rightarrow PD(A_1, O) \quad (5.73)
\end{align*}
|
Conversely, the assessment of actual risk does not consider the trust level. To make the reasoning is generic, we perform pre-processing to rewrite $R$ becoming $R'$ as illustrated in Figure 5.6. Essentially, this process rewrites: 1) the product of dependency and trust level relations, 2) means-end relations, and 3) needed-by relations.

The pre-processing works as follows:

- **Rewrites means-end relations.** There is a situation where a target node has several means to attain it. It implies there is an option to attain the target node, which is similar with OR decomposition. Hence, these means-end are overwritten into a $\text{Dec}_\text{or}$:

$$ (N_1, N_2) \xrightarrow{\text{or}} N \Leftrightarrow \{N_1 \rightarrow N, N_2 \rightarrow N\} $$

- **Rewrites needed-by relations.** There is a situation where a target node requires several source nodes to achieve the target node. It implies the provision of all source nodes is mandatory for achieving the target node which is similar with AND-decomposition. Hence, these needed-by are overwritten into a $\text{Dec}_\text{and}$.

$$ (N_1, N_2) \xrightarrow{\text{and}} N \Leftrightarrow \{N_1 \xrightarrow{n} N, N_2 \xrightarrow{n} N\} $$

- **In perceived risk assessment, a dependency relation propagates the evidence depending on the trust level.** Hence, we model this relation as a dependency relation with some coefficients indicating the extent of propagation (i.e., called “coef. dependency” $D_x(O)$ where $x$ is the coefficient and $O$ is the dependem). In this framework, we define five types of coef. dependency relations (e.g., $D(O)$, $D_{fs}(O)$, $D_{fd}(O)$, $D_{none}(O)$, and $D_{\gg x}(O)$). The rules of rewriting are defined in Table 5.3.

In fact, dependency relations, in actual risk assessment, are considered as coef. dependency with a basic coefficient (i.e., $D(O)$) where it propagates the same evidence from the dependee to the depender.
as defined in Axiom (5.45)-(5.50). \(D_{fs}\) captures a situation where the evidence gained by the depender is always full satisfaction regardless the evidence of \(O\) in the dependee’s perspective. Conversely, \(D_{fd}\) implies the depender always gains full denial regardless the evidence in the dependee’s perspective. \(D_{null}\) captures a situation where there is no evidence propagated through a dependency relation, while \(D_{\neq}\) captures the propagation of evidence when the dependency is lack of trust relation (i.e., neither trust nor distrust). In this work, we assume the depender is a risk averse agent where it tends to downplay the satisfaction evidence coming from the dependee, and to exaggerate the denial evidence.

\[
\begin{array}{c|c}
\text{Coeff. Dependency} & \text{Coeff. Dependency Axioms} \\
A_1 \xrightarrow{D_{fs}(O)} A_2 : & FS(\langle A_1, O \rangle) \quad (5.74) \\
A_1 \xrightarrow{D_{fd}(O)} A_2 : & FD(\langle A_1, O \rangle) \quad (5.75) \\
A_1 \xrightarrow{D_{
eq}(O)} A_2 : & NS(\langle A_1, O \rangle) \land ND(\langle A_1, O \rangle) \quad (5.76) \\
A_1 \xrightarrow{D_{\neq}}(O) A_2 : & FS(\langle A_2, O \rangle) \rightarrow PS(\langle A_1, O \rangle) \quad (5.77) \\
& PD(\langle A_2, O \rangle) \rightarrow FD(\langle A_1, O \rangle) \quad (5.79) \\
& ND(\langle A_2, O \rangle) \rightarrow PD(\langle A_1, O \rangle) \quad (5.80)
\end{array}
\]

In fact, the rewriting of dependency relations allows us to simplify the Dependency-Trust Axioms - Axiom (5.58)-(5.73) into Axiom (5.74)-(5.80).

### 5.3 Forward Analysis

Forward analysis aims at assessing the risk level of an organisation. Essentially, it is an adaptation of the one proposed in [80]. It takes the post-processed GR model - \(\langle N, R, I \rangle\) and initial containing the evidence value of some input goals (i.e., often they are leaf goals). Notice the distinction of between assessing actual risk and perceived risk is located on the way the \(\langle N, R, I, S \rangle\) are pre-processed into the post-processes one \(\langle N, R, I \rangle\) as described in the previous section. We represent the evidence value as goal labels (\(\text{SAT}\) and \(\text{DEN}\)) in the range of \(\{F, P, N\}\). All the axioms (i.e., Axiom (5.19)-(5.50), Axiom (5.74)-(5.80)) are encoded in terms propagation rules presented in Table 5.4. For impact relations, the propagation rules are depicted in Table 5.5. Note that the likelihood of event \(E\) is computed based from the evidence values of \(E\) depicted in Table 5.1

Essentially, Forward Reasoning (Algorithm 5.1), the implementation of forward analysis, consists of two main loops. The first loop propagates the input evidence throughout the GR model updating the nodes’ labels without considering alleviation relations (line 38). Afterwards, given final labels (current) it applies alleviation relations mitigating the severity of impact relations. In other words, it rewrites the GR model \(\langle N, R, I \rangle\) with less severe \(I^\prime\). It again reruns in the second loop where the final values of evidence of all nodes are computed. Here, the final evidence values of all nodes in the GR model are computed including their risk level (i.e., \(\text{DEN}\)).

Update_Label (Algorithm 5.2) updates \(\text{SAT}\) and \(\text{DEN}\) depending on the relations type and the evidence values of the source node. Apply_Rule_Sat(Den) (line 47) propagates the evidence over decomposition, contribution, means-end, needed-by, or dependency relation relations following the rules defined in Table 5.4. In line 348, Apply_Imp_Sat(Den) computes the evidence propagated by an event over an impact relation following the rules presented in Table 5.5.

\[^{11}\text{\& and } \gg \text{ are left and right shift operators, respectively. Assuming } \text{Sat}(\langle A, G \rangle), \text{Den}(\langle A, G \rangle) \in \{\text{full, partial, none}\}\]

If \(\text{Sat}(\langle A, G \rangle) = P\) then \(\text{Sat}(\langle A, G \rangle) \ll 1 = N\). If \(\text{Den}(\langle A, G \rangle) = P\) then \(\text{Den}(\langle A, G \rangle) \gg 1 = F\).
Table 5.4: The Rules of Evidence Propagation for relation \( r \in \mathcal{R}' \). Note: \( N_1 = \langle A_1, O \rangle \) and \( N_2 = \langle A_2, O \rangle \).

In this reasoning, since the value of evidence indicates the (at least) number of evidence that \( N \) has, we assume the final evidence value of a node is the maximum (i.e., \( \max \)) of evidence values gathered from all incoming relations (line 8). Let’s suppose, we have \( (N_1, N_2) \) and \( (N_3) \), and the evidence of each node is \( \text{Sat}(N_1) = P \), \( \text{Sat}(N_2) = F \), and \( \text{Sat}(N_3) = F \). From \( \text{Dec}_{\text{and}} \), it has \( \text{Sat}(N) = P \), and from \( \text{Contr}_{\text{or}} \) \( \text{Sat}(N) = F \). Since we do not have any information stating how much evidence are overlapped, we then assume the final evidence of \( N \) is (at least) the maximum one (i.e., \( \text{Sat}(N) = F \)).

Based on current evidence values coming from the first loop, the new impact relations are defined (i.e., it considers all alleviation relations). Thus, using \( \text{Apply}_\text{Alleviation} \) (Algorithm 5.3) we rewrite the sign (i.e., severity) of impact relations that are alleviated by treatments by means of \( \text{Update}_\text{Sign} \) (line 3). In fact, \( \text{Apply}_\text{Alleviation} \) is an implementation of the rules presented in Table 5.2. Afterwards, we recompute the labels using the rewritten GR model \( \langle N', R, \mathcal{I} \rangle \) (i.e., with less severe \( \mathcal{I}^- \)). The evidence values of all nodes in the GR model are final, and consequently the risk levels of top goals are estimated (i.e., \( \text{DEN} \) of top goals).
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Require: \texttt{gr\_model} \(\langle N, R, T \rangle\), \texttt{label\_array initial}
1: \texttt{label\_array current, old}
2: \texttt{current \leftarrow initial}
3: \texttt{i \leftarrow 0}
4: \texttt{repeat}
5: \texttt{while old \neq current do}
6: \texttt{old \leftarrow current}
7: \texttt{for all } \texttt{N}_j \in \mathcal{N} \texttt{ do}
8: \texttt{current}_j \leftarrow \texttt{Update\_Label}(j, \langle N, R, T \rangle, \texttt{old}, \texttt{initial})
9: \texttt{if } \texttt{i} = 0 \texttt{ then}
10: \texttt{Apply\_Alleviation}(\langle N, R, T \rangle, \texttt{current})
11: \texttt{old \leftarrow nil}
12: \texttt{i \leftarrow i + 1}
13: \texttt{until } \texttt{i} = 2
14: \texttt{return } \texttt{current}

\textbf{Algorithm 5.1:} Forward\_Reasoning

Require: \texttt{int } \texttt{i}, \texttt{gr\_model} \(\langle N, R, T \rangle\), \texttt{label\_array old, initial}
1: \texttt{for all } \texttt{R}_l \in \mathcal{R} \cup \mathcal{I} \texttt{ s.t. } \texttt{target}(\texttt{R}_l) = \texttt{N}_i \land \neg \texttt{is\_Alleviation}(\texttt{R}_l) \texttt{ do}
2: \texttt{if } \texttt{is\_Impact}(\texttt{R}_l) \texttt{ then}
3: \texttt{sat}_{ij} = \texttt{Apply\_Imp\_Sat}(\texttt{N}_i, \texttt{R}_l, \texttt{old})
4: \texttt{den}_{ij} = \texttt{Apply\_Imp\_Den}(\texttt{N}_i, \texttt{R}_l, \texttt{old})
5: \texttt{else}
6: \texttt{sat}_{ij} = \texttt{Apply\_Rules\_Sat}(\texttt{N}_i, \texttt{R}_l, \texttt{old})
7: \texttt{den}_{ij} = \texttt{Apply\_Rules\_Den}(\texttt{N}_i, \texttt{R}_l, \texttt{old})
8: \texttt{return} \{(\texttt{max}(\texttt{max\_array}(\texttt{sat}_{ij}), \texttt{initial}[\texttt{i}].\texttt{sat}),
\texttt{max}(\texttt{max\_array}(\texttt{den}_{ij}), \texttt{initial}[\texttt{i}].\texttt{den}))\}

\textbf{Algorithm 5.2:} Update\_Label

Termination and Complexity

\textbf{Theorem 5.1.} \textbf{Forward\_Reasoning} \((\langle N, R, T \rangle, \texttt{Initial})\) terminates after at most \(2 \times (4|\mathcal{N}| + 1)\) loops.

\textbf{Proof.} Consider line 8 in Algorithm 5.1 we have that, for every node \(N_j \in \mathcal{N}\).

\[
\text{Current}_j.\text{sat} = \text{max}(...)\text{, initial}[j].\text{sat} \\
\text{Current}_j.\text{den} = \text{max}(...)\text{, initial}[j].\text{den}
\]

so that \texttt{SAT} and \texttt{DEN} values are monotonically non-decreasing. In order not to terminate, at least one evidence value of \(N_j\) per step should increase. Each node has two variables \texttt{Sat}(N) and \texttt{Den}(N) where in combination they can change their values at most 4 times - from the lowest value (\texttt{no}) of evidence at \texttt{SAT} and \texttt{DEN} to the highest value (\texttt{full}) ones (see lattice in Figure 5.7).

Moreover, the algorithm runs twice: 1) computing the evidence values of treatment acting as alleviator, 2) computing the final evidence values after considering alleviation relations. Thus, \textbf{Forward\_Reasoning} must terminate after at most \(2 \times (4|\mathcal{N}| + 1)\) loops. \(\square\)

Require: \texttt{gr\_model} \(\langle N, R, T \rangle\), \texttt{label\_array current}
1: \texttt{for all } \texttt{I}_k \in \mathcal{I} \texttt{ do}
2: \texttt{for all } \texttt{R}_l \in \mathcal{R} \texttt{ s.t. } \texttt{target}(\texttt{R}_l) = \texttt{I}_k \land \texttt{is\_Alleviation}(\texttt{R}_l) \texttt{ do}
3: \texttt{I}_k \leftarrow \texttt{Update\_Sign}(\texttt{R}_l, \texttt{current})

\textbf{Algorithm 5.3:} Apply\_Alleviation
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<table>
<thead>
<tr>
<th>Impact Relation</th>
<th>$\lambda(E)$</th>
<th>$\text{Sat}(N)$</th>
<th>$\text{Den}(N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E \rightarrow N$</td>
<td>F</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>$E \rightarrow N$</td>
<td>P</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td>$E \rightarrow N$</td>
<td>F</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>$E \rightarrow N$</td>
<td>P</td>
<td>P</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 5.5: The Rules of Evidence Propagation for Impact Relation

Figure 5.7: Lattice of SAT and DEN values of a node in GR model

Notice that it is the complexity under the worst case scenario, since many values might be updated in parallel at one loop.

Performance Evaluation of Implementation

We have also tested the performance of the implementation of the forward reasoning algorithm with several much bigger test cases that are generated randomly. We conducted the experiment using Python 2.5.1 and a machine with Intel(R) Core(TM)2 Duo CPU 1.6 GHz and 3GB RAM. The chart (in Figure 5.8) shows that processing time grows linearly with the size of the GR model. Moreover, increase of relations adversely affects the performance of the reasoner, more so than an increase in the number of nodes.

5.4 Backward Analysis

In previous analysis, we focus propagating the inputs to assess the risk of important goals (typically top goals) in a given GR model. In this analysis, called backward analysis, we instead aim to seek the possible inputs that can lead us the desired values (i.e., the acceptable level of risk) of important goals considering some constraints (e.g., the goal $G$ can only have at most partial evidence of satisfaction). This analysis amounts to the top-down reasoning proposed in [18], where a GR model is encoded into satisfiability formulas and then a SAT formula (e.g., ZChaff\footnote{http://www.princeton.edu/~chaff}, MiniSAT\footnote{http://minisat.se/}) is used to elicit a possible assignment\footnote{some SAT solvers can behave as enumerator that enumerate all possible assignments that satisfy the formulas}.
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5.4.1 Encoding to SAT formulas

We need to reduce the problem of backward analysis for seeking the input values into the satisfiability (SAT) of a boolean formula $\Phi$. As proposed in [181], the boolean variables of $\Phi$ are all the values $FS(N)$, $PS(N)$, $FD(N)$, $PD(N)$ for every node $N \in \mathcal{N}$, and $\Phi$ is written in the form:

$$\Phi := \Phi_{\text{graph}} \land \Phi_{\text{outval}} \land \Phi_{\text{backward}} \land \Phi_{\text{constraints}} \land \Phi_{\text{conflict}}$$  \hspace{1cm} (5.81)

where the conjunction of $\Phi_{\text{graph}}$ is the representation of a GR model $\langle \mathcal{N}, \mathcal{R}, \mathcal{I} \rangle$, $\Phi_{\text{outval}}$ captures the desired values of the important goals, $\Phi_{\text{backward}}$ encodes the backward search axioms which are the inverse of the propagation rules in Table 5.4. Moreover, $\Phi_{\text{constraints}}$ specifies a set of constraints or desiderata of node values. $\Phi_{\text{conflict}}$ allows the user for looking for possible input values which do not involve conflict of evidence (i.e., $N \in \mathcal{N}$ where $N$ has some values in both polarities of evidence). Though this analysis is based on the top-down reasoning proposed in [181], there are some adaptations required to make the reasoner is best suited for risk analysis.

The main difference is located in the encoding of the backward rules (i.e., $\Phi_{\text{backward}}$). First, in the “original” top-down reasoning when the user defines the desired values as $FS(N)$ and $PD(N)$, it is correct if the proposed input values result in $FS(N)$ and $FD(N)$ (i.e., $F > P$). It is because based on Axiom (5.2) $FS(N) \rightarrow PD(N)$, hence the input values are considered to fulfil the desired values. In other words, defining $FS(N)$ and $PD(N)$ as desired values refers to the query to seek any possible input values that can result in (at least) full evidence of satisfaction and (at least) partial evidence of denial. However, this definition is inappropriate for seeking input values in the context risk analysis. When users define the desired values, they intend that it is the smallest evidence for satisfaction that they expect, and the highest evidence of denial that they can sustain. Therefore, we revise the backward axioms as presented in Axiom (5.89)-(5.91). Essentially, the revision is done by adding “guard” predicates, in terms of negative literal, to prevent some node having evidence which is
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higher than expected. Second, we add new axioms because of the introduction of new relations (e.g., dependencies).

To make this chapter self-contained, we present how the encoding is done which is similar with the original top-down reasoning [181]:

**Encoding the GR model**

\[ \Phi_{\text{graph}} \text{ represents the GR model } \langle N, R, I \rangle \text{ given in the form:} \]

\[ \Phi_{\text{graph}} := \bigwedge_{N \in N} \text{Invar}_Ax(N) \land \bigwedge_{r \in R/\text{Alleviate}} \text{Rel}_Ax(r), \quad (5.82) \]

\( \text{Invar}_Ax(N) \) is the conjunction of the invariant Axiom (5.1) and (5.2) for each node in \( N \) of a GR model \( \langle N, R, I \rangle \) and \( \text{Rel}_Ax(r) \) is the conjunction of the relation axioms in Axiom (5.19)-(5.50) and Axiom (5.74)-(5.80) for each \( r \). These axioms encode the forward propagation of evidence values through the edge of GR model.

**Representing the Desired Values**

\[ \Phi_{\text{outval}} \text{ captures the desired values that the users intend to have for the important goals (i.e., typically top goals). It is composed in the form:} \]

\[ \Phi_{\text{outval}} := \bigwedge_{N \in \text{Important}(N)} \text{vs}(N) \land \bigwedge_{N \in \text{Important}(N)} \text{vd}(N) \land \bigwedge_{N \in \text{Important}(N)} \neg \text{nvd}(N) \quad (5.83) \]

\( \text{Important}(N) \) is the set of important goals in \( N \) and \( \text{vs}(N) \in \{NS(N), PS(N), FS(N)\} \), \( \text{vd}(N) \in \{ND(N), PD(N), FD(N)\} \) are the evidence values that the users intend to achieve. Notice that the evidence predicate refers to the “at least” value some evidence supporting satisfaction/denial, hence based on Axiom (5.1)-(5.1) we might conclude \( FD(N) \rightarrow PD(N) \). To prevent the users getting the denial evidence higher than their prescribed, we need to add the negation of \( \text{nvd}(N) \in PD(N), FD(N) \) where the value of \( \text{nvd}(N) \) depends on the value of \( \text{vd}(N) \). For instance, if the users require to have \( PD(N) \), then the \( \text{nvd}(N) \) is \( FD(N) \); in the case of \( \text{vd}(N) = ND(N) \), then the \( \text{nvd}(N) \) is \( PD(N) \).

**Encoding Backward Reasoning Axioms**

\[ \Phi_{\text{backward}} \text{ encodes the axioms of backward search which is written in the form:} \]

\[ \Phi_{\text{backward}} := \bigwedge_{N \in N/\text{Input}(N)} \left( \bigwedge_{v(N)} \text{Backward}_Ax(v(N)) \right) \quad (5.84) \]

\[ \text{Backward}_Ax(v(N)) := v(N) \rightarrow \bigvee_{r \in \text{Incoming}(N)} \text{Prereqs}(v(N), r) \quad (5.85) \]

\( \text{Input}(N) \) is set of input goals in \( G \). \( \text{Incoming}(N) \) is a set of relation in \( R \) where the target node is \( N \) and \( v(N) \in \{NS(N), PS(N), FS(N), ND(N), PD(N), FD(N)\} \). \( \text{Prereqs}(v(N), r) \) is a formula which is true if and only if the prerequisites of \( v(N) \) through the relation \( r \) hold. The list of possible backward relation axioms \( \text{Backward}_Ax(v(G)) \) is specified in Axiom (5.86)-(5.91).
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Termination and Performance

The performance of backward analysis is closely dependant on the performance of underlying SAT solver. Note that SAT is an NP-complete problem \cite{SAT}, so that we can assume that there is no polynomial algorithm able to solve it. However, in reality we have never experienced a lack of performance in solving our problem (i.e., an encoded GR model) It is because a SAT solver is mainly developed for hardware verification where the size of the problem is much bigger (i.e., more than 10000 clauses) than our problems. Hence, we should not worry about the scalability of this analysis.

\[ N = \langle A_1, O \rangle (non-input) \]
5.5 Summary

We have presented the formal model underlying the Goal-Risk modelling framework. This formalisation is developed adopting the intuition of the Dempster-Shafer theory of evidence [63][182]. We also present two basic analysis techniques that are useful for analysts in assessing risk and analysing requirements. **Forward analysis** is proposed to assess the risk level in a GR model for a given set of inputs, while **Backward analysis** aims at eliciting possible input assignments that satisfy a particular value (e.g., risk level). In the following chapters, we demonstrate the usages of both analyses in some case studies. Moreover, we also illustrate some extensions of the forward reasoning in assisting analysts to perform cost-benefit analysis and trade-off analysis. The implementation of both analyses is available online.

The detail of how forward reasoning is implemented quantitatively is available in [8].

\[http://yudis.asnar.net/tools\]
Chapter 6

Goal Risk Methodology

6.1 Risk Management

The concept of risk is well known in literature [58, 101, 104, 107, 109]. In this work, we adopt the risk definition proposed by ISO/IEC: “combination of the probability of an event and its consequence” [109]. Risk Management is the continuous process of systematically identifying, analysing, treating, and monitoring risk throughout life cycle of a product or a service [104]. Risk Management comprises of a number of coordinated activities to achieve this purpose, namely risk assessment, risk treatment, risk acceptance, risk communication, and risk monitoring (see Figure 6.1).

Risk assessment is comprised of risk analysis (identification and estimation) and risk evaluation. Starting from the identification of the business objectives of an organisation, analysts identify the events that can obstruct such objectives. Analysts also define the description of the events (e.g., the impacts over the objectives or assets), and estimate their likelihood and severity over objectives and assets. Risk evaluation compares the result of risk estimation with defined risk criteria (e.g., costs, benefits, priorities, acceptable loss). In case the risk level is too high (i.e., it is beyond the risk tolerance that an actor can sustain), analysts perform risk treatment for identifying the treatments necessary to mitigate risks by reducing their likelihood or severity. Often the selected treatments are not sufficient to mitigate risks due, for instance, to a limited budget. Therefore, stakeholders may decide to accept the risks. Risk acceptance thus intends to relax the level of acceptable loss by an actor. All these processes are reported for the purpose of communication among actors across the organisation as well as for monitoring and auditing purposes.

In the previous chapter, we have presented a modelling framework for risk identification, description, estimation, and treatment identification, within organisations. Here, we present step-by-step the Tropos Goal-Risk methodology (Figure 6.2) which is composed of risk assessment and treatment. We show how to contextualise such general processes in more rigorous processes using the GR framework (i.e., modelling language and analyses) and the Air Traffic Management (ATM) case study as a running example.

We will perform an operationalisation activity to refine imprecise concepts to be measurable in specific observations. The examples presented in this section are illustrator examples of the different steps of our approach in the context of the organisational domain for ATM. The general scenario can be instantiated tailoring the steps included in the proposed approach for a specific organisation. Acquiring

---

the organisational knowledge can be done by interviewing the managers of the selected organisation. However, such work is out of the scope of this thesis.

The methodology process is composed of four phases (see Figure 6.2) starting from (1) value analysis where value generators of each actor in the organisation are identified and analysed in detail. In GR framework, the value generators are captured in terms of the objectives that an actor intends to achieve including the means to achieve them. Afterwards, (2) event analysis analyses the events that affect the identified assets; the likelihood and severity of every events are also assessed in this phase. Once business assets and events are analysed, (3) risk assessment computes the risk level. If the risk level is beyond the specified risk tolerance, treatments can be introduced and analysed during (4) treatments analysis. Phases (3) and (4) are iterative, and the process stops when the risk level is acceptable by every actor in the organisation.
6.2 Air Traffic Management Example

This case study has been studied as part of the work in the Industry led project SERENITY [3, 13]. Here we give a brief overview of Air Traffic Management (ATM) to give a feeling of the socio-technical system. In a nutshell, ATM is an aggregation of services provided by ground-based Air Traffic Controllers (ATCOs). ATCO should maintain horizontal and vertical separation among aircraft. They must ensure an orderly and expeditious flow of traffic, providing flight context information to the pilots, such as routes to waypoints, weather conditions and (last but not least) issuing orders and directions. These services are provided by Airport Control Towers for the arrival and departure flight phases and Air Traffic Control Centres (ACCs) for the en-route flight phase.

The airspace managed by each ACC is organised into adjacent volumes, called Sectors with a predefined capacity (i.e. number of flights that can be safely managed). Each sector is operated by a team of two ATCOs, consisting of a Planning Controller (PC) and an Executive Controller (EC), who work together as a team and share the responsibility for the safe operation of the sector.

The EC is in charge of all air-to-ground communication. He monitors the aircraft in the sector and provides pilots with instructions on route, altitude, and speed, and information on weather and air traffic information. When an aircraft approaches the sector boundary, he passes it off to the EC of the adjacent sector. The PC assists the EC, coordinating entry and exit flight level and entry and exit flight point with adjacent sectors in order to ensure a smooth air traffic flow. She monitors the traffic within the sectors.
and in most of cases updates the ACC system with the clearances given by the EC.

Groups of neighbouring sectors are coordinated by a supervisor, who should adjust sector’s configuration in order to manage the traffic forecast for the next period. The predefined procedures of sector configuration, requires the availability of an ATCOs’ team (PC and EC) and artefacts to safely manage the traffic (Figure 6.3(c)). A supervisor should monitor as well as fluidly assist and temporarily take over the roles of controllers if required. The supervisor has also the responsibility to promptly avoid delays in crucial information transmissions due to partial failures of automatic information systems. He accomplishes this task directly communicating with controllers.

The story below is a simple example in which airspace’s re-sectorisation solves an unexpected increase of air traffic.

1. It’s 11 a.m. Paula (PC for Sector South Upper-SU of ACC A, see Figure 6.3(a)) notes in the Planning Traffic display an increase of the number of flights for next hour that is exceeding the capacity of Sector SU.
2. Paula asks Robert (Supervisor of South airspace) to reach her position and to proceed with the horizontal splitting of Sector SU into two Sectors. As shown in Figure 6.3(b) Sector SU is divided along the dotted line, so that only Sector SU 1 is the neighbour of sector N from ACC B.
3. At 11.15 a.m. sector re-configuration is carried out and is registered by the System in the daily log.
4. As soon as the re-sectorisation is operational, Paula informs neighbouring Sectors of ACC A, providing them with the radio frequency of Sector SU 2 and instructions for the traffic handover.
5. Luke (EC for Sector SU 1) starts handing over to new Sector SU 2 all traffic flying in and to Sector SU 2. The system shows in the displays of both sectors (SU 1 and SU 2) the traffic that is changing sector.
6. It’s 12 a.m. Paula and Luke can manage the expected peak of traffic in a safe way.

6.3 Value Analysis

The methodology starts by analysing how organisations generate values. Generally, the detail process of this phase of methodology is illustrated in Figure 6.4. It starts by identifying relevant actors for the application domain. Actors are not only internal to the organisation, but also include external actors participating to the business activities of the organisation such as pilots, passengers, and regulatory bodies.

Example 6.1. In this scenario, we have identified 12 main actors which are 7 roles and 5 agents:

- Executive Controller (EC), responsible to manage current air traffic;
- Planning Controller (PC), which must plan and order incoming traffics;
- Sector Group, which is the pair of EC-PC that is responsible to manage a particular airspace or sector;
- Team Sector SU and Team Sector SU2, which are specific sector teams that are responsible for some sector (i.e., SU and SU2);
- Supervisor, which must coordinate and monitor the work of controllers within adjacent sectors;
- Supervisor of South Airspace, a supervisor which is responsible to supervise sector teams (e.g., Team Sector SU and Team Sector SU2) of the south airspace;
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- Luke and John are EC that is part of Team Sector SU and SU2 respectively;
- Paula and Mark are PC that is part of Team Sector SU and SU2 respectively;
- Robert is the supervisor of SU and SU2.

In Figure 6.5 we depict the actor model of the ATM scenario during all its operations (e.g., normal, re-sectorisation, flow restriction, and partial airspace delegation). In general, Luke and John play a similar role with different airspace authority. It can be seen in Figure 6.5 where both agents play the same role, but they are part different sector groups. The similar intuition holds also for Paula and Mark which are Planner Controllers (PC) in sector SU and SU2, respectively. Each Supervisor supervises several sector teams, where each of them is responsible for managing traffic in their sector. For instance, Robert supervises the south airspace (i.e., SU, SU2). Each team sector is composed of a Planner Controller (PC) and an Executive Controller (EC). EC is responsible to manage traffic in the sector, while PC is responsible to manage incoming traffic to the sector, and both roles work collaboratively. Therefore, a team sector can be seen also as a collaborative role which means that each agent that is part of the role must work collaboratively with its team-mate. The failure of a team member in carrying out its task (i.e., that related with the collaborative role) can be inferred as a failure of all the team members. Collaborative role is heavily used in the ATM case study, because its nature demands the responsibility of all agent members in case something goes wrong. In later example, we only concentrate on a fragment of the scenario (i.e., Collaboration between EC and PC in managing a sector in the scene of re-sectorisation and partial airspace delegation).

However, the value analysis may require the introduction of new actors to whom business objects (i.e., (soft)goals, tasks, or resources) are delegated leading to a new iteration of actor identification. For
each identified actor, the analyst identifies its goals. Actors may not be able to fully achieve their goals by themselves. They can either: 1) appoint other actors to fulfil goals entirely, or 2) decompose the goals and assign parts of them to other actors. Identified goals are thus used as input for goal refinement or goal dependency as depicted in Figure 6.4.

Example 6.2. In Figure 6.6, an EC refines its main objective (depicted as an oval) manage traffic in the sector ($G_{01}$) into maintain safe separation among traffic ($G_{02}$) and provide information to flights ($G_{03}$).

This decomposition continues until each goal is precise enough and all leaf goals are tangible which means they can be achieved by the actor itself or they are delegated to other actors. In other words, all leaf goals must be either assigned by a task to achieve it or passed to other actors.

Notice: In KAOS [210], the authors mentioned four patterns of temporal behaviour of a goal: achieve (or cease) and maintain (or avoid). The former indicates a goal that an actor intends to achieve (to avoid) sometime in the future, and the latter captures a goal that will be maintained to be satisfied (or to be avoided) throughout the operation time. Analysts can indicate all identified goals with these modalities which can be useful in identifying possible risks threatening them and defining the necessary treatments.

The tasks of providing means for achieving goals are also identified in this phase, and include the necessary resources to execute them. They are analysed in a manner similar to that for goals (i.e., decomposition and dependency). Means-end relation is used to capture a situation where a task (depicted
as hexagon) is a means to achieve a goal, and needed-by relation is used to indicate which resources are required.

**Example 6.3.** The execution of task monitor aircraft ($T_{01}$) (depicted as a hexagon) acts as a means to monitor respected information ($G_{05}$). However, $T_{01}$ requires a resource (depicted as a rectangle) Air Situation Display ($R_{01}$).

In this work, we leave it explicitly, if the goal control traffic ($G_{04}$) is not decomposed any further, it infers that $G_{04}$ is achievable by means of some task.

**Example 6.4.** In Figure 6.7 an EC obliges to manage traffic in the sector ($G_{01}$) and manage inbound traffic ($G_{12}$). EC should depend on the PC for $G_{12}$ because he is incapable to achieve $G_{12}$.
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Dependency relations result in a new goal/task in the viewpoint of PC (called the dependee) and, consequently, require further analysis (i.e., decomposition, means-end, needed-by) similar with the previous one. However, there is a difference between goal and task dependency. Assuming Luke (called depender) depends on Bob (called dependee) for achieving a goal (called dependum). It implies that the dependee can decide the means (i.e., tasks) to fulfil the delegatum. Conversely, depending on an actor for executing a task means that the depender has determined the exact procedure to be followed by the dependee for executing the task. In other words, the depender specifies “how-to” perform the assigned duty.

**Notice:** In $i^*$ [226], dependency is categorised into three levels (e.g., open, committed, critical) depending on the criticality of dependum for the dependee. In [73], the authors distinguish delegation (or dependency) on the nature how the dependency is established. The weak dependency does not presuppose any commitment before (e.g., we wait for the bus), and the strong dependency requires some commitment at the beginning. In other words, in a weak dependency the depender believes that the dependee will perform its activity and result in a dependum, while a strong dependency there is an agreement between the dependee to the depender. In this framework, we do not distinguish the types of dependency because it is irrelevant in assessing risk since the dependency is an action (i.e., do or not do) regardless how such dependency is established. Moreover, we argue the notion of dependency-criticality is misplaced because the criticality should lie in business objects (i.e., captured by value or utility function) and not in the dependency. The fact that the satisfaction of the goal manage incoming traffic is critical is independent whether the EC will do it itself or pass it to the PC.

Next step consists of analysing the side-effects of business objects over others using contribution analysis.

**Example 6.5.** In Figure 6.7, the achievement of manage inbound traffic ($G_{12}$) will deliver positive contribution for the achievement maintain safe separation among traffic ($G_{02}$).

One may realise that contribution relations are the most “loose” relations (in terms of the usages) compared to mentioned relations (e.g., decomposition, means-end, needed-by, and dependency) in the GR framework. In nutshell, all relations, except contribution, have nature of causation relation while contribution relations are more similar with the notion of probable causation [176]. Thus, the meaning of a contribution is the achievement of $G_{12}$ can support (or obstruct) the attainment of $G_{02}$, and it is improper to assume that $G_{12}$ can result in (or inhibit) the achievement of $G_{02}$.

**Notice:** Analysts should be aware with the existence of spurious relations. For instance, one may argue preserve system integrity contributes negatively to having usable system because of the systems will nag the users each time there is a new executed process. However, it is just circumstantial because we can have a secure system without having a nagging computer system as illustrated in Figure 6.8. Moreover, (statistical) correlation or conditional probability [171] are other relations that have similar (i.e., not the same) behaviours. For instance, one can see how many ice cream sellers in a beach, then s/he concludes whether there are sharks or not in the sea. In fact, this does not imply that the ice cream sellers are shark-busters, but rather there is a correlation between two events. In other words, correlation is necessary for a contribution (probable causation), but it is not sufficient. The discussion about correlation and causality is deeply studied in [160].

Another issues related to the contribution analysis is how to define the extent of contribution relations. Though qualitatively the GR framework supports only four levels (i.e., $++$,$+,$$-,--$) with two modes (i.e., SAT and DEN) for each, we often experience some lacking of:
6.3. VALUE ANALYSIS

The “sign” does not indicate not positive and negative in common sense, but rather indicates the level and the propagation direction of evidence from the source node to the target node. Essentially, $+S/++S$ and $-D/−−D$ are considered as “supporting” contribution (i.e., positive contribution in commonsense), because they add the value of satisfaction evidence to the target node. Conversely, $+D/++D$ and $−S/−−S$ introduce some denial evidence to the target node.

Analysts are too concentrated on the SAT-related contributions (e.g., $+S$, $−S$). It is because they are the most commonsensical, and weak on analysing others. $+S$ and $++S$ captures the “commonsense” positive contribution, because they indicate if the target node is attained then there is new piece of information considered as SAT for the target node, and $−S$ and $−−S$ behave on the contrary (i.e., common-sense negative contributions). However, there are some situations where the failure in the target node will bring some side effect to another node in a GR model.

Example 6.6. **Assuming the unavailability of air situation display** $(R_{01})$ adds the SAT of the goal of test ATCO’s readiness in emergency situation.

Such situation is captured by “$−D$” contribution relation which implies the DEN evidence of the resource is propagated to the goal as SAT evidence.

Strong or weak contribution is the decision that is closely depending on the judgement of the analysts. However, the analysts must realise they often do not have sufficient knowledge to make such judgements. Some decision tools (e.g., Analytical Hierarchical Process (AHP) [174], Interviews) can be useful to define the extent of contribution relations.

In the case of analysing softgoal (e.g., having highly usable application), analysts can perform similar analysis as mentioned above. However, before performing means-end analysis, a softgoal must be operationalised into some precise/hard goal, since softgoals, in the GR framework, are treated as criteria or preferences, and often they are imprecise. For instance, the goal have a highly usable application is “hardened” into able to be studied in 2 weeks, and the last goal is analysed any further as mentioned before. To treat softgoals as purely criteria, analysts do not necessarily identify any means to achieve them. It is enough relating the softgoal with some goals that might affect the softgoals positively/negatively with contribution relations. Analysts then explore all alternatives aiming at maximising the satisfaction evidence of the softgoal, besides satisfying the achievement of top goals. By means of forward reasoning analysts can evaluate several alternatives and come up with the best-suited solution. This analysis is similar to AHP [174] or Multi-Criteria Decision Analysis (MCDA) [77].
### 6.3. VALUE ANALYSIS

#### Table 6.1: Final Results of the Value Analysis

<table>
<thead>
<tr>
<th>Controller</th>
<th>Goal Description</th>
<th>Utility</th>
<th>Input-SAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Controller (EC)</td>
<td>G01 Manage traffic in the sector</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G02 Maintain safe separation among traffic</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G03 Provide information to flights</td>
<td>53</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G04 Control traffic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G05 Monitor respected instruction</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G06 Communicate with the pilot</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G07 Provide traffic info</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G08 Provide weather info</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G09 Assume the traffic when enters the sector</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G10 Navigate the traffic while in the sector</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G11 Handover to adjacent sectors</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G12 Manage inbound traffic</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R01 Air situation display</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Planning Controller (PC)</td>
<td>G12 Manage inbound traffic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G15 Maintain traffic acceptability of the sector</td>
<td>68</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>G17 Ensure traffic is conflict free</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G18 Monitor traffic</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G19 Plan incoming traffic</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G20 Coordinate the change of flight plan with adjacent sectors</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R01 Air situation display</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Supervisor</td>
<td>G13 Prevent Delay</td>
<td>63</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>G15 Maintain traffic acceptability of the sector</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G16 Manage Sector</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Team Sector</td>
<td>G01 Manage traffic in the sector</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G12 Manage inbound traffic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G16 Manage Sector</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Value Assessment**

Once all the modelling steps have been done, analysts should assess the value of goals. The value also represents the criticality of a goal for the organisation business. It can be denoted in terms of financial unit (e.g., Euro, USD) or just a value in the range [0, 100]. Note the value here can be referred to value-in-exchange which is defined intrinsically and independent from any actors’ perspective in the organisation. Moreover, analysts might defined the value of a goal in terms of utility function which represents how valuable/importance a goal for an actor in the organisation. The main difference is value (i.e., value-in-exchange) of a business object is independent on the actors’ perspective, while the utility (i.e., value-in-use) does. The former is used to assess the actual risk, and the latter is used to assess perceived risk. Since in this running example we consider an organisation as a network of actors, we value business objects as a utility function.

The utility value here is only assigned over top goals and most critical goals, and not the subgoals. This approach is taken because often the achievement of subgoals (in AND-decomposition) does not mean anything if some sibling goals fail and the actor cannot achieve the upper level goal.

**Example 6.7.** In Figure Luke (an EC) can argue that there is no point having been able to perform communicate with the pilot (G06) while he cannot fulfil the sibling goal monitor respected instruction (G05) due to some malfunction in the air situation display (R01).
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Table 6.1 presents the identified actors together with their goals and the tasks/resources employed to fulfil them. We here obtain the value based on the judgement by experts (i.e., DeepBlue’s partners).

Example 6.8. As in Table 6.1, the goal to maintain safe separation among traffic (G_{02}) is the most important in the ATM scenario, and the goal to provide information to flights (G_{03}) is the least important one. From the value of utility, one can infer that the G_{02} is almost twice as important as G_{03}. Supervisor assesses that the importance of maintain traffic acceptability of the sector (G_{15}) and manage sector (G_{16}) has the same importance.

Notice: To get a representative utility value, analysts can interview actors that are involved in the system and aggregate their opinion by some techniques (e.g., Delphi method [136], Bayesian Belief-Network [76]). As mentioned Surowiecki in [198], often there is smartness in the crowds that is as good as the expert judgement. In case defining the value of business objects, analysts can quantify it following the priorities indicated by the stakeholders/shareholders. In [175, 201], the authors demonstrate how to prioritise several requirements/objectives based on the users’ preferences. We then might assume the higher priority of a requirement is, the more valuable such a requirement is.

In the area of business management, [Kaplan and Norton] in [118], proposed four perspectives (financial, internal business, innovation-learning, and customer) to analyse each strategy (i.e., goals in our case). In this way, organisations have broadened views to pursue their business objectives and to maintain their sustainability. Moreover, in [97] the author motivates the necessity for organisations to measure the value of intangible aspects (e.g., information, knowledge) besides the tangible ones (e.g., assets, business income) in analysing businesses. We leave the decision defining the most suitable measurement technique for defining value/utility to analysts. It is because most domain applications (e.g., ATM) have specific (performance) metrics (e.g., number of casualties of each accident) which have been well implemented and based on years of past experience.

Evidence Assessment

Analysts should quantify the evidence values (i.e., SAT and DEN) for each goals, resources, and tasks. The value is in the range [0, 1]. SAT (or DEN) represents the value of evidence a goal/task/resource will be attained (or be failed) in the future. In this case, we have specified SAT evidence (column Input-SAT in Table 6.1) based on the DeepBlue’s assessment. This evidence is used, together with relations among goals and tasks, and dependency relations, by the risk assessment process (Section 6.5) to assess the final evidence of the business goals and finally to calculate the loss expectancy.

Notice: In [112], Jaquith points out the weakness of security risk practices where most the assessment is based on experts’ judgement and severely lacks hard evidence. Therefore, to define the number of evidence of navigate the traffic while in the sector (G_{10}) for an EC, we use the metrics of workload of an actor. In the ATM context, the workload of ATCOs is defined in terms of the number of flights that can be safely managed in an hour. In our scene at Roma ACC, an EC will manage 43 flights in one hour (in en-route sector). Given that fact, we can assume the EC will be able to achieve the goal navigate the traffic while in the sector (G_{10}) relatively easy by having strong evidence of SAT (i.e., Sat(⟨EC, G_{10}⟩) = 0.9). We can use similar metrics, as the measures, to define the number of evidence (i.e., SAT or DEN) or other relevant metrics (e.g., security metrics [112], software metrics [84], economic metrics [168]). Indeed, this approach still suffers from some subjectivity of the experts, when they cast the results of
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metrics into the value of evidence, but it is much better because the expert judgements are based on existing facts/data (e.g., the actor workload).

6.4 Event Analysis

Event analysis is intended to analyse events and their impact on the value layer which is detailed in Figure 6.9. First, the process identifies the events that might affect the attainment of business objects in the value layer. An event is characterised into two properties: likelihood and severity. To identify events, we can follow several guidelines: taxonomy-based [46, 129, 131, 145], failure analysis [17, 196], domain oriented [133, 210]. Moreover, analysts must also exploit the knowledge of experts in the application domain.

We here use the existing knowledge of ATM experts of DeepBlue for identifying the events that can obstruct the achievement of business objectives of the ATM organisation.

Example 6.9. An EC is threatened by two negative events (called as risks) as indicated in Figure 6.10. First, the event of give inappropriate instruction ($E_{01}$) to the flights in-contact prevents the achievement of handover to adjacent sectors ($G_{11}$), while the second event of air situation display is broken ($E_{02}$) results in the resource air situation display ($R_{01}$) being unavailable and consequently it prevents monitor respected instruction ($G_{05}$) to be fulfilled.
6.4. EVENT ANALYSIS

Each actor has goals to achieve, tasks to execute, and resource to provide. In example 6.9, we start analysing the events that can affect EC. At least there are two events (e.g., $E_{01}$ and $E_{02}$) that can prevent him to attain his business objects. Notice $E_{01}$ is local event and $E_{02}$ is global event. In other words, the likelihood of $E_{01}$ might be different for Luke and John though both play the same role. Conversely, the likelihood of $E_{02}$ is independent from actors’ perspective.

We then refine events into finer events using decomposition relations (AND/OR) as in Figure 6.11. The refinement process stops when all leaf-events are either easily assessed or their decomposition is negligible (i.e., their likelihood is too remote).

**Example 6.10.** In Figure 6.11, we illustrate how to refine two major aircraft accidents: flight collision and aircraft collision in ground. Both events are refined into finer events. Flight collision can occur in two possible setting: mid-air collision involving more than one aircraft and controlled flight into terrain (CFIT) where resulted from Near-CFIT alarms and the pilot fails to avoid the crash due to ineffective CFIT-avoidance plan.

Essentially, this is similar to the proposal by Fault-Tree Analysis (FTA) [196] which refines failure-modes of a technical system. It stops when reaching basic events where the data is available or further refinement does not make meaningful difference. In fact, all leaf nodes in Figure 6.11 are assessable using the data provided by EUROCONTROL’s reports [71,193,194] and there is no point to refine them.

---

**Figure 6.11: Event Refinement in ATM Accident**
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any further since EUROCONTROL only records the data in that granularities. To ensure whether the leaf event will not introduce significant uncertainties to the system, analysts can perform sensitivity analysis [69]. It considers a given set of possible values of the leaf nodes, and observes the variability of final likelihood of the top-level events. However, events, in the GR framework, can be quantified using subjective data (e.g., belief-value [115, 182], Bayesian probability [171], expert judgement [53, 155]).

**Notice:** Analysts must ensure that the event is decomposed into several disjoint subevents (not necessary to be independent). It is important to decide whether the assessment is done using qualitative and quantitative data and how they are gathered (i.e., subjective or objective). This decision is critical to decide which mathematical model is the most suitable.

All events then are also analysed through contribution analysis to capture the interdependence among them, and some notice of contribution relations mentioned before are also applicable here. Moreover, to identify the extent of contribution one can use also some (statistic) correlation/dependency tests [218] if the analysts have sufficient data/facts. Note analysts must ensure the correlation is based on the (probable) causation and not just circumstantial.

### Event Identification

The fulfilment of business objectives might be disrupted by the occurrence of uncertain events, and consequently they prevent the organisation creating/generating values. Hence, in this framework we distinguish risks into three classes following the level in the value layer (i.e., risks at artefact, process, and objective level). Most of the state of practices define risks as the obstruction to the availability of some assets (e.g., servers, production machines). However, the availability of assets (or resources) is not sufficient to guarantee the continuity of business objectives. There could be circumstances where the disruption is introduced from the process or even the objective level.

**Example 6.11.** The availability of *air situation display* ($R_{01}$) does not guarantee that the goal *monitor respected instruction* if the business process (i.e., implicitly captured by a task) is disrupted by some event (e.g., employee strike, EC is on relief-room).

Moreover, sometime when all artefacts and business processes are functioned correctly an organisation can fail in realising its business objectives due to some circumstance (e.g., new competitors, new regulations, etc.). Therefore, analysts must analyse all possible risks that can obstruct the value generation at three levels.

To identify risks at objective level, analysts can benefit for the works at organisation theory [169], risk at IT governance [58, 154], the works on security requirement analysis [186, 209, 210, 230]. In

<table>
<thead>
<tr>
<th>Event</th>
<th>Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>E02 Air situation display is broken</td>
<td>Unlikely</td>
</tr>
<tr>
<td>E03 Failure Comm. Pilot-ACC</td>
<td>Unlikely</td>
</tr>
<tr>
<td>E04 Fail to access traffic info</td>
<td>Rarely</td>
</tr>
<tr>
<td>E05 Communication Failure between ACCs</td>
<td>Rarely</td>
</tr>
<tr>
<td>E06 Miscommunication in coordinating exit point</td>
<td>Rarely</td>
</tr>
<tr>
<td>E07 Sudden air traffic change</td>
<td>Occasionally</td>
</tr>
<tr>
<td>E08 PC is overloaded</td>
<td>Rarely</td>
</tr>
<tr>
<td>Executive Controller (EC)</td>
<td>Occasionally</td>
</tr>
<tr>
<td>E01 Give in apprpriate instruction</td>
<td>Occasionally</td>
</tr>
</tbody>
</table>

**Table 6.2: Events Likelihood**
process level, there have been some works [26, 113] in identifying risks in business process management, and finally in artefact level, one can use some taxonomy-base approaches (e.g., computer program flaws [129], faults [17]) to identify some potential events, or domain-oriented analysis [86, 133, 224].

We recommend analysts to start the event identification process from the artefact level then move up to the process, and finally the objective level. In this manner, we prevent the spurious identification of an event’s impact. If an event disrupts a resource, then certainly it will also produce a disruption effect to tasks that use such a resource, and consequently this will affect goals that the tasks are supposed to satisfy. Conversely, in the case of the risk at the process level (e.g., employee strike), the event cannot be captured as it is the risk for **air situation display** ($R_{01}$). Identified events then are analysed following similar steps as mentioned before.

Figure 6.12: Value & Event layer of ATM Scenario
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Likelihood and Severity Assessment

Afterwards, the impact of events over the value layer is described and their likelihood estimated. Impact relations (“dash relation” in Figure 6.11 and Figure 6.12) capture the severity of events impacting the value layer. Analysts should be aware with some issues related with this estimation. Some issues/notices mentioned in the contribution relations are applicable here also. Table 6.2 shows the likelihood of events. These values here have been defined according to the experts’ knowledge of the application domain. To define the likelihood, the experts measure the frequency of an event in a year time period or use the probability data provided by EUROCONTROL [71, 193, 194] and stratified them into four qualitative values (e.g., likely, occasionally, rarely, and unlikely).

Example 6.12. Our study, in [13], indicates that the air traffic (in ACC Rome) exceeds the sector capacity only at certain time of the day (i.e., 12.00 - 16.00). Thus, we can assume that controllers are rarely to be overloaded (i.e., $E_{08}$ in Figure 6.12).

In the case of defining severity, the experts assess the number of loss (i.e., causalities) resulted from the occurrence of an event. To simplify the assessment, we categorise the severity into two classes: minor (“−”) or major (“−−”).

Example 6.13. Based on the data at [50], 88% of mid-air collision happens due to the failure of ATC in maintaining separation. In other words, the severity of the event giving inappropriate instruction ($E_{01}$) by an EC to the pilot is major for achieving control traffic ($G_{04}$) safely.

Notice that events can have multi-impacts toward the value layer. This allows analysts to perform trade-off analysis, especially over events that act as a risk (i.e., negative impact) for some goals and, at the same time, as an opportunity (i.e., positive impact) for other goals. However, we here concentrate on analysing events as risks.

Modelling Attacks

In Chapter 4-Figure 4.4, we consider two types of failure: attacks which are originated from malicious intents of a threat agent or accident which may or may not be triggered by an actor. A threat (or attack) must have three aspects: motivation, opportunity, and method [162]. We here capture the motivation using the notion of goal and the opportunity and method aspect of an attack are depicted as task representing the capability of an actor to launch an attack.

Example 6.14. In Figure 6.13, flight plan has several risks that obstruct its provision. In other words, there is (at least) a vulnerability/fault that can be exploited/triggered so it results in a failure either by a circumstance thunderbolt hit the FDP power grid, a human error mis-entry of “null” flight ID, a random process random failure of FDP server, or an attack injecting “null” flight ID.

In nutshell, human error and attack have similar typology (i.e., it is motivated by actors’ interests), but the former does not have malicious intents, but the latter has. The main difference is in how we treat such events. A human error can be easily deterred by: 1) asking the actor not to do it again, 2) asking to act more carefully, 3) removing its capability to perform such faulty activities, and 4) employing some control mechanisms. However, it is not the case for an attack because we cannot ask attackers not to launch an attack or remove the capability performing the attack (i.e., task fault injection). Things that can be done as defender, we can employ a countermeasure detect intrusion to FDPS that causes the
failure resulted from the attack (i.e., inject “null” flight ID) is less likely; or we can also employ some safeguards that will alleviate the impact of such attack.

Notice: One may be curious why we do not model a countermeasure as a treatment that contributes negatively to the method (fault injection) or the motivation (shutdown Flight Data Service) instead of inhibiting the failure. All those possibilities are possible though the last one is hardly possible to be realised in reality. Conceptually, negative contributions, as mitigation, can mitigate an attack in three manners:

- Contribution to the method refers to the situation where we can remove the attack capability of the attacker, and it does not refer to making the attack less severe;
- Contribution to the motivation implies there is a measure that discourages/deters/prevents the motivation of attackers. Having “honey pots” as a distraction is one of the example for this class.
- Contribution to the event indicates that the treatment can cause some phenomena (i.e., resulted from an attack) to be less likely, and consequently prevent the failure.

6.5 Risk Assessment

The risk assessment phase is intended to compute the final risk level and to evaluate whether the risk level is acceptable for the organisation (as depicted in Figure 6.13). Since the ATM scenario is a safety critical
system, all risks are considered unacceptable and should be mitigated as much as possible. Therefore, analysts are interested in performing cost-benefit analysis among possible treatments and ideally, they adopt the most beneficial alternative. To assist analysts in performing risk assessment, we have developed a qualitative and a quantitative reasoner of forward analysis explained in Chapter 5. It computes the risk level for every actor within an organisation and evaluate whether it is within the specified risk tolerance.

In a nutshell, the reasoner computes the final SAT and DEN evidence of business goals for a given set of inputs. In particular, it takes an input of a GR model, the evidence values specified by the analyst (column Input-SAT Table 6.1), and the utility of business goals (columns Utility in Table 6.1). The reasoner also requires the likelihood of events (columns likelihood in Table 6.2). The loss is then computed as the reduction of utility value on the basis of the “negative” evidence \( X_{AG} \) returned by the reasoner, as follows:

\[
\text{Loss}(\langle A, G \rangle) = \text{Utility}(\langle A, G \rangle) - X_{AG}
\]

where \( \text{Utility}(\langle A, G \rangle) \) is the value specified by the analyst for business goal \( G \) with respect to actor \( A \), and \( SAT_{AG} \) and \( DEN_{AG} \) are the evidence returned by the forward reasoner specified in Algorithm 5.1 Chapter 5. Note that we here use quantitative values instead the qualitative ones. In other words, the function of \( \max \) or \( \min \) are applied for the evidence values \( SAT \) or \( DEN \) (i.e., \( \langle 0 \ldots \rangle \)) instead of the qualitative ones (i.e., full, partial, none). Under complete knowledge, the total evidence, which is the summation of \( SAT_{AG} \) and \( DEN_{AG} \), should be 1. Unfortunately, the world is imperfect, there is a case where we lack of knowledge (i.e., the total evidence \( < 1 \)) - as in the first part of Axiom (6.1), or there is conflicting information (i.e., evidence \( > 1 \)) - as the second part. These situations result in uncertain evidence. Since the domain application is safety critical, we have the following assumptions:

- 70% of uncertain evidence is considered as negative evidence. Consequently, we define the equation that the negative-evidence \( X_{AG} \) constitutes as DEN and 70% of uncertain evidence;
- in the presence of conflicting evidence, the negative-evidence is DEN that has been subtracted by 30% of conflicting evidence.

The factors of 30% and 70% are defined by domain experts (i.e., DeepBlue) taking into account that it is a safety critical information system.

In this work, we have analysed the risks affecting the ATM organisation as shown in Table 6.3. From that table, we can see how severe risks affect the ATM organisation. The expected loss is around 33% of the total utility which is considered as catastrophic.

Example 6.15. In Table 6.3, the goal of maintain safe separation among traffic \( G_{02} \) suffers almost half of its utility because occasionally, an EC gives inappropriate instruction \( E_{01} \) which affects severely to \( G_{02} \). Conversely, supervisor suffers only 4.41 out of 63 over the goal of prevent delay \( G_{13} \) though there is no event that threatens the goal.

This situation occurs because in Table 6.2 the analysts state that only 0.9 of SAT evidence. In other word, there is 0.1 of lack evidence and 70% of it we consider as the negative evidence.

For each goal that is affected by risks, analysts must mitigate unacceptable risks by introducing treatments. Once treatments are adopted, the risk assessment step is re-executed to verify whether the
6.6. Treatment Analysis

This phase aims at analysing treatments required to mitigate risk. The detail steps of this phase are illustrated in Figure 6.14. Actually, this phase shares similar conceptual and methodological approaches used to analyse tasks during the value analysis. First, treatments are identified together with the actors responsible to execute them; then treatments can be either delegated to other actors or refined. During this phase, new actors can be introduced to the system. There are several works detailing how to identify treatments that can mitigate the risks in the organisation, such as best practices (e.g., ISO 27002:2005 [106]), organisational patterns [4], software pattern [90, 180]. Moreover, analysts often still need to exercise their creativity to come up with a new robust solution. Afterwards, analysts assess the effect of treatments mitigating the risks (either reducing the likelihood of events or reducing their severity). The reduction of the severity of events is modelled using alleviation relations as shown in the following example:

**Example 6.16.** In Figure 6.15, Supervisor can apply air traffic limitation (TR03) to alleviate the impact...
To model the reduction of likelihood of risks, one can model a treatment that delivers negative contribution to the risk.

**Example 6.17.** EC needs to assist PC in managing incoming traffic ($TR_{01}$) that (probably) results in the event of PC is overloaded ($E_{08}$) is less likely.

During treatment analysis, the side-effect of treatments over the value layer also needs to be analysed. This step allows analysts to ensure that treatments do not introduce any unacceptable negative side-effects to existing business objects.

**Example 6.18.** In Figure 6.15 the introduction of assist PC in managing incoming traffic ($TR_{01}$) delivers negative contribution to the goal maintain traffic acceptability of the sector ($G_{15}$), because EC, now, has a new task and consequently it results in the EC having a smaller capacity to control air traffics than before.

Finally, each treatment is associated with the cost of its adoption. The complete list of possible combination of treatments and their cost is presented in Table 6.4. In the table, we can see there are 7 possible solutions (e.g., S1-S7) that are applicable to mitigate the risks in the organisation.

In this scenario, most of the treatments do not introduce excessive additional cost, because most of them have been in place in the organisation, rather a small one. For instance, an EC has most of the equipments (e.g., workstation, flight progress strips bay, air situation display, incoming flight plans) required to assist PC in managing incoming traffic ($TR_{01}$); therefore, to enable the equipments to mitigate the risk of PC is overloaded ($E_{08}$), we assume that $TR_{01}$ costs 10 points. However, to enable other treatments (e.g., apply air traffic limitation policy ($TR_{03}$)), it requires a significant amount of efforts/costs.

Performing monitor respected instruction ($G_{05}$) and monitor traffic ($G_{18}$), EC and PC, respectively, require the availability of air situation display ($R_{01}$) to know the situation of air traffic. To avoid
unavailability of such resource, we can employ some Security & Dependability patterns proposed in [4], such as the *multi representation of information* pattern. Essentially, the pattern aims at representing the information about the air traffic in several modalities (e.g., radar display and flight progress strip) that has existed in the system (i.e., therefore in Table 6.4 their cost is negligible). However, to implement this pattern, analysts should modify some organisation-settings as indicated in Figure 6.16(a) into the new setting in Figure 6.16(b). The pattern employs a new mechanism to *maintain resource integrity* (TR06) between *radar display* (TR04) (i.e., it is the same as R01) and *flight progress strip* (TR05).

In Table 6.4, we can see that the combination of treatments S4 and S7 mitigate the risk significantly (i.e., 58.12 and 65.59 respectively) while S1 does not deliver risk reduction. By seeing the “ratio” fields, analysts can decide how effective the treatments in comparison with the additional costs. Analysts can perform cost-benefit analysis (detailed in Chapter 7) to see the proportion between the cost and the benefit, in terms of reduction risk, for each alternative (as depicted in Figure 6.18(a)). However, analysts should not base their decision only with the value of “cost-benefit” (i.e., ratio), because the most benefi-

### Table 6.4: List of Available Treatment

<table>
<thead>
<tr>
<th>Actor</th>
<th>Node</th>
<th>Cost</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>TR01</td>
<td>10</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisor</td>
<td>TR02</td>
<td>10</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supervisor</td>
<td>TR03</td>
<td>20</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System</td>
<td>TR04</td>
<td>1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System</td>
<td>TR05</td>
<td>1</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System</td>
<td>TR06</td>
<td>20</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reduction</th>
<th>Cost</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.81</td>
<td>10.00</td>
<td>0.58</td>
</tr>
<tr>
<td>34.88</td>
<td>20.00</td>
<td>1.74</td>
</tr>
<tr>
<td>58.12</td>
<td>30.00</td>
<td>1.94</td>
</tr>
<tr>
<td>7.47</td>
<td>30.00</td>
<td>0.25</td>
</tr>
<tr>
<td>7.47</td>
<td>22.00</td>
<td>0.34</td>
</tr>
<tr>
<td>65.59</td>
<td>52.00</td>
<td>1.26</td>
</tr>
</tbody>
</table>

(a) Initial Organisation-setting
(b) After the application of pattern

Figure 6.16: Application of S&D Pattern in ATM Scenario
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In it ial to not just mitigate/control all critical risks, but also to give a high assurance that those treatments/controls as underlying reasoner to compute all possible trade-off for each possible alternative.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>EC-G02</th>
<th>EC-G03</th>
<th>EC-G12</th>
<th>PC-G15</th>
<th>PC-G17</th>
<th>Supervisor-G13</th>
<th>Supervisor-G15</th>
<th>Supervisor-G16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>41.46</td>
<td>14.31</td>
<td>30.42</td>
<td>23.46</td>
<td>25.08</td>
<td>4.41</td>
<td>23.46</td>
<td>28.90</td>
</tr>
<tr>
<td>S1</td>
<td>41.46</td>
<td>14.31</td>
<td>30.42</td>
<td>23.46</td>
<td>25.08</td>
<td>4.41</td>
<td>23.46</td>
<td>28.90</td>
</tr>
<tr>
<td>S2</td>
<td>38.22</td>
<td>14.31</td>
<td>30.42</td>
<td>23.46</td>
<td>25.08</td>
<td>4.41</td>
<td>23.46</td>
<td>26.52</td>
</tr>
<tr>
<td>S3</td>
<td>41.46</td>
<td>14.31</td>
<td>22.23</td>
<td>4.76</td>
<td>25.08</td>
<td>15.12</td>
<td>4.76</td>
<td>28.90</td>
</tr>
<tr>
<td>S4</td>
<td>27.93</td>
<td>14.31</td>
<td>22.23</td>
<td>4.76</td>
<td>25.08</td>
<td>15.12</td>
<td>4.76</td>
<td>28.90</td>
</tr>
<tr>
<td>S5</td>
<td>40.18</td>
<td>14.31</td>
<td>28.08</td>
<td>23.46</td>
<td>22.44</td>
<td>4.41</td>
<td>23.46</td>
<td>27.88</td>
</tr>
<tr>
<td>S6</td>
<td>40.18</td>
<td>14.31</td>
<td>28.08</td>
<td>23.46</td>
<td>22.44</td>
<td>4.41</td>
<td>23.46</td>
<td>27.88</td>
</tr>
<tr>
<td>S7</td>
<td>26.46</td>
<td>14.31</td>
<td>19.89</td>
<td>4.76</td>
<td>22.44</td>
<td>15.12</td>
<td>4.76</td>
<td>18.36</td>
</tr>
</tbody>
</table>

Figure 6.17: Risk Level for Each Possible Treatments

tricial alternative might introduce some side-effects that are unacceptable. As complementary, we propose trade-off analysis the effects of each alternative to each risk factor (as depicted in Figure 6.18(b)). For instance, in Figure 6.18(b) we can see that S3, S4, and S7 result in worse situations for the achievement of G13 by supervisor where the treatments make the risks even worse. Notice, there is no solution/possible treatments that mitigate the risks of G03 of an EC. Essentially, trade-off analysis uses forward reasoning as underlying reasoner to compute all possible trade-off for each possible alternative.

The framework allows analysts to perform cost-benefit analysis over alternative strategies by considering the cost of every strategy besides risks, and adopt the most suitable solution. Analysts thus can negotiate a solution with the actors even if residual risk is higher than risk tolerance due to the cost of treatments. When actors cannot accept the residual risk, analysts need to identify additional treatments until the residual risk is acceptable. In this exercise, the domain experts decide to adopt S7. Though it is less cost-effective, it results in the “safest” setting among all possible solutions, and their cost is acceptable for the organisation. The final GR model can be seen in Figure 6.19

However, analysts can analyse risks of these selected treatments (i.e., 2nd order risks). In some fields (e.g., finance and safety-critical), regulations (e.g., SoX [177] and Basel II [19]) requires the organisation to not just mitigate/control all critical risks, but also to give a high assurance that those treatments/controls
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Figure 6.18: Cost-Benefit and Trade-Off Analysis for Each Possible Treatments

are reliable.

Treatment Identification

Identifying treatments are one of the most crucial tasks that analysts must perform to protect the system. Actually, there have been several technologies or techniques proposed in the literature or the practices to control risks. Indeed, new protection techniques are kept being developed as an answer for some incidents/breaches, but often analysts are unaware about new treatments to employ, what are their effects and consequences which are the main issues in treatment identification. In fact, ISO 27002:2005 \[106\] (i.e., improvement of ISO 17799) has structured best-practices in security controls into a taxonomy. This taxonomy is useful to guide analysts in identifying the best-suited treatments for mitigating risk based on the general idea of security controls, before looking for the enabling technology for implementing the control. Unfortunately, the taxonomy does not indicate the behaviours of those controls in terms of how they affect the risks (i.e., preventing, detecting, etc.)

We here intend to elaborate some guidelines in identifying the most appropriated class of treatment. In \[5\], we have presented classes of treatments depending on their behaviour. We here refine that proposal into the following categories: avoidance, prevention, detection & attenuation, retention. Essentially, risk avoidance aims at avoiding the existence of risk sources and it is done during the system development, while the rests aim at controlling risk during the operation of the system. One can imagine diversity of risk controls as a bull’s eye (depicted in Figure 6.20\[45\] where the centre is the system, which we intend to protect. A prevention protects the system from the occurrence of negative events (e.g., give authorisation to trusted actors), and detection mechanism detects some events that cannot be prevented and tries to attenuate the impact (e.g., alarm system+response). Finally, a retention works once the risk has succeeded to disrupt the organisation, but it tries to make the overall loss is less catastrophic (e.g., insurance, recovery).

In the following, we detail these classes and pointing out the characteristics (i.e., depicted in a GR model) that must be considered before analysts choosing the most appropriate class of treatments.
Figure 6.19: The final GR model in ATM scenario
Avoidance

We here do not consider avoidance as treatments since it will not manifest as the capability of the system. Avoidance is more an activity that tries to ensure the attainment of stakeholders’ strategic objectives by removing all risk sources (e.g., faults, vulnerabilities, flaws) or selecting no-risk alternatives. In other words, this class is considered more as the principles that one must keep in-mind during system development.

Characteristic Analysts need to identify some alternatives that are risk-free or an alternative in which they know how to remove (not mitigate) the source of risks (e.g., vulnerability/bug removal by testing or static analysis [51] or removing organisational design flaws [140]). The idea of goal substitution or wakening [210] is considered as a way to avoid risks. However, this class is not always possible because often risks are introduced because of some business decision, and removing them is considered as ignoring business opportunities. Moreover, often it is impossible to identify all possible vulnerabilities or flaws in the system.

Example 6.19. In smart-card technology, attackers can extract secret keys and consequently compromise the integrity of smart-card by analysing the power consumption of a smart-card [123].

This attack is never anticipated before because the designers never think such attack is possible. Avoidance does not introduce any new additional treatment and/or additional cost to employ-operate treatment. Sometime analysts do not need to assess the likelihood (precisely) of risk, but it is enough by deciding whether the cost to avoid is acceptable for the organisation. Notice there could be a setting where avoiding risks is much more costly, than just controlling the risks.

Prevention

This class aims at preventing some negative/bad events to occur in the system. Analysts must define precisely the unit of mitigation [90] from the system that need to be protected. It is hardly possible to protect a whole system, hence analysts must define a unit of mitigation which is smaller than the whole system. For instance, in ATM to ensure the reliability operation of controllers, analysts can decide which units of mitigation (e.g., sector team or controller) are worth to protect. This decision consequently drives which treatments are best-suited to prevent the risk of the unit of mitigation being unreliable.

Example 6.20. If analysts decide that sector team needs to be always functioned, then some measures are allocated to support EC and PC in performing their duties and their interactions (e.g., each of
controllers support/monitor its team mate, employ redundancy for critical artefacts for their tasks). In the case of controller as the unit of mitigation, analysts assume that the collaboration in a sector team is not critical. Consequently, it is not necessary to enforce EC and PC to collaborate tightly.

**Characteristic** It operates by mitigating leaf-events in the event tree (i.e., negative-contributions to events) so that the likelihood is acceptable.

**Example 6.21.** To prevent leaking of sensitive information, a secure system employs an access control [158] to limit/control users’ access to the sensitive data. Note that the breach of access control does not always infer to the breach of confidential data.

Prevention requires analysts to identify the entry-point of attacks or the critical state that can lead to failures. Thus, to protect the system from an attack (e.g., DoS attack) it requires several treatments because it can be originated from several entry points (e.g., outside, trusted host inside the organisation). Moreover, vulnerabilities keep being discovered; hence analysts need to keep employing additional treatments to patch the discovered vulnerabilities. However, the idea of choking-point (e.g., turnstile in the museum, gateway in LAN) is one way to pool the entry point of attacks, and consequently analysts can concentrate all treatments in that point [179]. Moreover, prevention measures keep operated with/without any presence of attacks or errors, thus they are less cost-efficient to address some rare risks. Finally, prevention is good, but detection is necessary because it will protect the system when the prevention fails to prevent an attack.

**Detection and Attenuation**

This measure intends to detect the occurrence of risks (e.g., attacks or errors) and mitigate them before they compromise the system. The basic consideration in choosing this class is: detectability of the attack/error and available time to attenuate before it compromises the system. In other words, it is not suitable for addressing attacks/hardly that are hardly detectable (e.g., man-in-the middle attack) or has small window time before it manifests as a system failure.

**Characteristic** Detection operates by suppressing intermediate events (i.e., negative contribution to intermediate or top-level event) or reducing the impact of an event (i.e., alleviation to the impact relation). This class is highly recommended to be taken as the complementary measures with the prevention. Moreover, detection is best-suited where there are many entry points to launch an attack, and it only operates at the presence of an attack/error.

**Example 6.22.** To mitigate the risk of fraud in credit card, banks prefer to detect bootleg credit cards and revoke them if it is necessary. This countermeasure is far less costly compared with protecting all credit cards from being stolen or copied.

**Retention**

It is the last alternative to deal with risks. Unlike prevention and detection, analysts do not need to know entry-points/vulnerabilities of the system or possible attacks to retain the system from attacks or failures. Analysts just need to know the existence of deviation for the normal operation in the system, and elicit the measures to recover (or to retain) the system to (up to) the normal operation.

**Example 6.23.** Audit of financial transaction is not aiming at detecting and preventing any frauds while they are occurring, but it intends to catch the fraudsters.
In the example, auditors do not need to know a priori how an attack will be carried on, but they detect
the deviation in the system state and investigate backwards how such state occurs.

Characteristics: It operates by supporting business objects to be more robust against risks (i.e., positive
contribution to the value layer). In the present situation, GR framework is lacking in representing this
class of treatments. Notice insurance, recovery, and digital forensic are considered as retention measures
because they do not act against the risks, but more to make the system more retentive in the presence of
failure.

Notice: Though analysts have employed prevention and detection, sometimes it is necessary to adopt
some recovery or retention measures because new vulnerabilities and attacks are being discovered or
invented. Moreover, analysts ideally employ several controls from difference classless for an critical
business object (i.e., security in-depth principle).

Example 6.24. To treat credit card frauds, banks employ prevention measures (e.g., provide physical
cards, CCV code, signature) that limit the possibility of credit card abuse by fraudsters. However, the
banks still operate a fraud detection system that analyse and detect the anomalies in credit card trans-
actions. It will alert customers if there are suspected frauds and responds accordingly. At last, banks
still allows customers to repudiate some purchases that have been done without their consent. The last
measure is considered as retention measures that protect the interests of customers. Note that this class
of treatments will cause a certain period of time where the goal is unsatisfied before it is restored, which
in some domain (e.g., safety critical) it is unacceptable.

Notice: The system is a network of dependency among actors, hence the system is as strong as the
weakest link. Therefore, we need to compartmentalise a system into several subsystems to limit the
propagation of a failure to the entire system.

6.7 Summary and Remark

We have presented the Tropos Goal-Risk methodology developed based on best-practices in risk manage-
ment (e.g., ISO 27005, COSO) and our experiences in developing several case studies within SERENITY
and TOCAI project. It guides analysts to identify the value generators in the organisation and analyse
them in detail (value layer). Analysts then is guided to identify and to analyse relevant events that can
obstruct the value generation. In general, we can distinguish events into two classes: attacks where there
is malicious intents behind them and accident that can be originated from random errors or normal op-
erations of actors. Finally, analysts need to assess the risk level and decide, which treatments must be
adopted.

The methodology does not address when and how to perform trust analysis. It is because trust
analysis is done independently from all phases of the methodology. Ideally, each dependency of an actor
is done for all actors that are trusted. However, it is not always the case in the real world, indeed there
might be the case where there are no trusted actors that are capable or some regulations prescribed to
do so (e.g., credit rating is defined by credit bureau). We recommend analysts to identify trusts in the
organisation independently from all these steps, and then verify whether all dependencies are covered by
some trust relations or not. If there is untrusted dependency, then analysts can introduce some additional
measures to ensure the reliability of the dependencies (e.g., employ monitoring mechanisms, introduce
trusted third-party, insure the dependum).

The methodology is open to any language. For instance, analysts can use FTA or the Attack Graphs
or the Bayes Belief-Networks instead of using the event modelling illustrated in Chapter 4. Moreover,
one can also use BPMN to model the process level in the value layer, instead of using the notion of tasks. We adopted this approach to ease analysts in incorporating their knowledge and to reduce their learning effort.

One may argue that this methodology is “very subjective” because it is based on the assessment on some subjective data sources (e.g., expert judgements). To minimise the subjectivity of assessment inputs, analysts can obtain the judgements from various experts and aggregate them following some techniques [53, 136, 155, 201]. Moreover, one must realise building a model is also a subjective activity, therefore different analysts may model the same world with different models. Therefore, it is essential for analysts to understand the nature subjectivity in the model, and consequently its impacts. Several analysis techniques (e.g., sensitivity analysis [69], what-if analysis [93], regression test [98]) are useful for such proposes. Moreover, in IT security often analysis must be done under the situation where lacks of hard evidence, and security attacks and vulnerabilities keep being discovered.

The methodology does not have high precision given the nature of requirements, which are less precise than specifications or programming codes. Moreover, building a precise model is costly and takes time. In requirement engineering, we do not always need a precise risk assessment. It is because the usage of risk level to guide in alternative evaluation and to decide whether some additional countermeasures are required. Expressiveness is considered as the most critical characteristics of a risk framework at requirements level. It must be able to capture concepts and relationships relevant for identifying and evaluating risks and requirements. Moreover, it should also be easy to perform repetitively since requirements often suffer some changes during the system development.

To make this methodology more usable, we have built a CASE tool, namely SI*-tool[^1] to draw a GR model and analyse it. Moreover, we have defined a requirement template (in a .doc document) that is proved to be useful as a starting point to gather users’ requirements. This template has been used in a number of industrial case studies within several research projects (e.g., EU-SERENITY, EU-MASTER, TOCAI). This methodology here certainly does not make risk management becoming an exact science, rather than an art activity. Hopefully, this methodology provides a set of structured processes that guide analysts in eliciting requirements together with managing risks.

[^1]: [http://sesa.dit.unitn.it/sistar_tool](http://sesa.dit.unitn.it/sistar_tool)
Chapter 7

Risk Management in Organisations

In this chapter, we illustrate the application of the GR Framework in assessing risk in an organisation. The framework is organised in a three-layers model founded on the concepts of values, events, and treatments. Values, modelled in terms business objects (i.e., goals, tasks, resources), are analysed and related to external events that can influence negatively (i.e., risk) their satisfaction. Treatments are then introduced to mitigate the effects of such events. To demonstrate the application of the GR framework in organisations, we here use two case studies originated from industrial partners within our research project: the EU-SERENITY project with the case study of Loan Origination Process (LOP) of a bank, the TOCAI.IT project with the case study of Business Solution Provision for manufacturing Small-Medium Enterprises (SMEs).

In Section 7.1, we illustrate how risks are assessed and treated to manage the risk level of the business process and the bank in general is below the acceptable risk. Moreover, the GR framework is useful to evaluate alternative business solutions in a multi-actors setting using the second case study in Section 7.2. In this exercise, we also experience that several organisations (i.e., Manufacturing SMEs) may have similar organisation-settings though they have different business models (i.e., product-oriented or order-oriented). The main difference between those types of SMEs is located in the risk model in which they are exposed to. For instance, the risk of reducing time-to-market is considered as critical when the business model of the organisation is a produce-based, while it is not the case if the business model is the order-oriented one. Hence, having a "generic" organisational model allows our industrial partners (i.e., Think3 [http://www.think3.com/] to reuse their knowledge in evaluating alternative business solutions for their clients, and consequently reduces the time and cost of evaluation.

We then demonstrates the extension of the GR framework to assess the business continuity plan of the bank in protecting the LOP in Section 7.3. In the continuity analysis, some of business objects (i.e., supporting infrastructures, business tasks) are allowed to be disrupted as far as they are recovered before the disruption causes the business being discontinued and resulted in catastrophic losses. Finally, we draw some conclusions in Section 7.4.

7.1 Risk Assessment and Treatment an Organisation

Every resource and activity in an organisation is directed to realise the business objectives of the organisation. However, there are number of risks that might prevent the organisation in achieving its objectives.
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Therefore, analysts must assess possible risks and treat them if they are unacceptable.

In this section, we focus on demonstrating the application of the GR framework in assessing risks in an organisation; and then finding and evaluating all possible alternatives (called strategies) for satisfying the organisation’s objectives (i.e., top goals) with the acceptable level of risk. In other words, given a GR model each OR-decomposition introduces alternative modalities for the top goals’ satisfaction, represented in terms of different sets of leaf goals that can satisfy the top goals. Each of these alternative solutions may have a different cost and expose to different level of risk. Risk can be mitigated with appropriate countermeasures, which however introduce additional costs and further complications.

7.1.1 Risks in Loan Origination Process

A Loan Origination Process (LOP) in a bank starts when a loan application is received, and ends with a decision about the application. Clearly, the bank aims to earn income, accept loan applications, handle the applications, and ensure loan repayment. When the bank receives the application, it starts the process of verifying data and calculating the credit rating of the applicant. The rating may be computed internally (in-house assessment) or externally by a Credit Bureau. Next, the bank decides on a loan scheme consisting of the loan cap and the interest to be paid. We assume that a loan scheme is initially proposed by the customer, and then the bank makes the final decision. The bank is, of course, also interested in ensuring the repayment of the loan.

Moreover, several events (i.e., threats and/or unintended circumstances) may endanger the success of business objectives. For instance, forgery of the loan application, fake identity document, inaccurate credit rating are potential dangers for the LOP. Accordingly, analysts need to assess their potential impact. If this is deemed unacceptable, then one needs to introduce measures to reduce the likelihood, or to mitigate the impacts of these events. Of course, these additions have to be analysed carefully before their adoption because they introduce additional cost and could delay in the origination process, or even can introduce new risks.

7.1.2 Assessment Process

In Figure 7.1, we depict a GR model resulted from the methodological processes presented in Chapter 6. In this scenario, we assume a bank as one big actor rather than as a multi-actors setting. Given this model, we evaluate possible strategies to realise the stakeholders’ objectives (i.e., top goals) with an acceptable level of risk.

Essentially, the assessment process, described in the Algorithm 7.1, consists of three basic steps:

1. find alternative solutions (line 2-3).
2. evaluate each alternative against relevant risks (line 6-7).
3. assess the countermeasures to mitigate risks (line 9-14).

The process requires several inputs: a GR model as input, the desired satisfaction level of each important goal/top goal (desired_labels), the acceptable risk values (acc_risks), the evidence values of goals that are possible candidates for the final solution (input_goals), and finally the evidence values of events (event_labels). This analysis is assumed the following inputs:

- a GR model - Figure 7.1
Figure 7.1: The GR model of LOP scenario
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- **desired_labels** - interested in partial evidence for the satisfaction of top-goals \( G_1 \) and \( G_7 \) (i.e., \( \text{Sat}(G_1) = P, \text{Sat}(G_7) = P \)) whilst we insist on full evidence for top-goals \( G_4 \) and \( G_{10} \) (i.e., \( \text{Sat}(G_4) = F, \text{Sat}(G_{10}) = F \));
- **acc_risks** - no risk for \( G_1 \) and \( G_7 \) (i.e., \( \text{Den}(G_1) = N \) and \( \text{Den}(G_7) = N \)) while we allow partial evidence for the denial of \( G_4 \) and \( G_{10} \) (i.e., \( \text{Den}(G_4) = P \) and \( \text{Den}(G_{10}) = P \));
- **input_goals** - \( G_2, G_3, G_5, G_6, G_8, G_9, G_{11}, G_{13}, G_{14}, G_{16}, G_{17}, G_{19}, G_{20} \) as illustrated in Table 7.2 column “Goal-In”;
- **event_labels** as illustrated in Table 7.2 column “Event-In”.

```
Require: gr_model \( (N, R, T) \)
label_array desired_labels, input_goals, acc_risks, event_labels
1: solution = array solution\{solution that has already encompassed risks and necessary countermeasures\}
2: alt_solution ← \text{Backward\_Reasoning}(N, R, T, desired_labels, nil, input_goals)
3: candidate_solution ← \text{Select\_Can\_Solution}(alt_solution)
4: for all \( S_i \in \text{candidate_solution} \) do
5: \( \text{cur_labels} ← \text{Forward\_Reasoning}(N, R, T, \langle S_i, \text{event_labels}, \text{nil} \rangle) \)
6: if \( \text{Satisfy}(\text{cur_labels}, \text{desired_labels}, \text{acc_risks}) \) then
7: add\{solution, \( \langle S_i, \text{nil}, \text{Calc\_Cost}(S_i, \text{nil}) \rangle \})
8: else
9: max_labels ← \text{Backward\_Reasoning}(N, R, T, desired_labels, acc_risks, goals(S_i))
10: rel_treatments ← \text{Find\_Treatments}(N, R, T, cur_labels, max_labels)
11: for all \( C_j \in 2^{\text{rel_treatments}} \) do
12: \( \text{cur_labels} ← \text{Forward\_Reasoning}(N, R, T, \langle S_i, \text{event_labels}, C_j \rangle) \)
13: if \( \text{Satisfy}(\text{cur_labels}, \text{desired_labels}, \text{acc_risks}) \) then
14: add\{solution, \( \langle S_i, C_j, \text{Calc\_Cost}(S_i, C_j) \rangle \})
```

Algorithm 7.1: Risk Assessment and Treatment Process

The process starts from to seek all of possible assignment values of evidence for the input goals that satisfy the desired values (desired_labels). It is done using Backward_Reasoning (line 2), explained in Chapter 5 - Section 5.4 which amounts to the top-down reasoning mechanism proposed in [181]. Here the GR model is encoded into satisfiability formulas and desired_labels as \( \Phi_{val} \), then a SAT solver is used to enumerate all possible assignments of input-goals that can satisfy desired_labels of the top goals. In this step, the use of backward reasoning is limited to the value layer (i.e., not considering the relations with the other two layers). In our case study, to achieve desired_labels we consider 8 alternative solutions as presented in Table 7.1.

Essentially, these alternatives prescribe for the full SAT evidence for all goals except for \( G_2, G_3, G_8 \), and \( G_9 \) which might be partial one. Among these alternatives, the analysts might select some on the basis of some criteria (e.g., maximum-cost for fulfilling all input goals). Suppose that the analysts decide to consider alternatives with a cost no more than 30 as candidate_solution (S4, S6, S7, and S8 in our case – see Table 7.1). Of course, other criteria can be adopted for the selection of the solution. As discussed in [52], for instance we could also evaluate the effects of the solution over some qualities (softgoals).


<table>
<thead>
<tr>
<th>Input Goal</th>
<th>Cost</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
</tr>
</thead>
<tbody>
<tr>
<td>G2-Earn Loan Interest</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G3-Charge High Fee for LOP</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G5-Receive Hard-copy App.</td>
<td>5</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G6-Receive Electronic App.</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G8-Ask Mortgage</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G9-Monitor Usage of LOP</td>
<td>4</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G11-Verify Loan Application</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G13-Assessed by CB</td>
<td>10</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G14-Assessed by In-house</td>
<td>8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G16-Proposed by Customer</td>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G17-Defined by Bank</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G19-Approved by Clerk</td>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>G20-Approved by Manager</td>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cost</td>
<td>33</td>
<td>32</td>
<td>31</td>
<td>30</td>
<td>31</td>
<td>30</td>
<td>29</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Cost of Alternative Solutions

Each candidate solution is now evaluated against risks and possible countermeasures are introduced in case the risk is unacceptable (line 4-14). Let’s concentrate on S4 with the initial assignment for input goals as reported in Table 7.2 (column “Goal-In”). The analysts assess whether the candidate solution (e.g., S4), together with risks in the event layer (event labels), can still lead to desired levels of evidence for top goals. To accomplish this, Forward Reasoning, explained in Chapter 5 - Section 5.3, is used to propagate evidence labels (from input goals and events) as reported in column “Event-In” throughout the GR model.

Later, Satisfy compares final evidence labels for top goals with those desired. If DEN values for top goals are equal/less than the maximum risk admitted (acc risks) and SAT values for top goals are equal/greater than the desired values (desired labels), then the candidate solution is considered as the solution and its cost is calculated (line 7). Otherwise, countermeasures must be introduced in the candidate solution (line 10-14). In this case, S4 is still too risky, for instance, G4 has full DEN evidence, while the acceptable value is at most partial. It happens since goal G4 is satisfied through the achievement of G6, which has full DEN evidence (i.e., Den(G6) = F ) . We have a similar situation for G7 and G10 . To make S4 acceptable, possible sets of treatments must be introduced to reduce the DEN evidence.

In order to define possible countermeasures, the analyst first requires to calculate the maximum DEN values of input goals (max labels) so that it results in acceptable DEN values for top goals. In other word, we need to find a set of countermeasures able to mitigate risk, so that we end up with acceptable risk levels (acc risks). The calculation of max labels values is done using Backward Reasoning (line 9) with considering the goals in the candidate solution as input goals, and acc risks and event labels as constraints for the DEN value of input goals and events respectively. By having two sets of values (i.e., cur labels and max labels), analysts can identify which input goals are at risk and require some treatments. Essentially, treatments aim at mitigating the events so that they propagate less DEN evidence. Find_Treatments (Algorithm 7.2) is then used to enumerate all possible sets of treatments that can mitigate risks to acceptable levels. Find_Treatments compares DEN from the max labels and the one in cur labels to identify which goals are overvalued in their DEN value. For instance, given S4 the max_label of goal G6 is Den(G6) = P , whereas its cur_labels is Den(G6) = F (see Table 7.2 column
7.2. BUSINESS SOLUTION EVALUATION BY MEANS OF RISK

```
Require: gr_model (N, R, I), label_array current, label_array max
1: array rel_events, rel_impact, rel_treatments
2: for all c_i ∈ current ∧ isGoal(c_i) do {find all events that threaten the value layer}
3: if c_i.den > max.den, den then
4: tmp_events ← related(⟨N, R, I⟩, c_i,ʼ impactʼ)
5: {find all related events to the goal c_i}
6: add(rel_events, tmp_events)
7: tmp_impact ← R_k ∈ I s.t. source(R_k) = e_j ∧ target(R_k) = c_i
8: {identify severity/impact relation of the event}
9: add(rel_impacts, tmp_impact)
10: for all c_i ∈ rel_events do {find all possible treatments to reduce the likelihood of the events}
11: if c_i.den > max.den, den then
12: tmp ← related(⟨N, R, I⟩, c_i,ʼ negative – contributionʼ)
13: treatments for reducing likelihood
14: return rel_treatments
```

Algorithm 7.2: Find_Treatments

“Event-Out”). The algorithm identifies related events (rel_events) that may cause this level of risk. In our case, the relevant events for G_6 are E_2, E_3, and E_4. Once we have identified the rel_events, we can identify the treatments (rel_treatments) that can mitigate these events (line 8-13).

As discussed earlier, mitigation may reduce likelihood and/or severity of a risk. In the case of E_2, E_3, and E_4, the treatments that reduce the severity are TR_2 and TR_3, while TR_4 and TR_5 reduce likelihood. Moreover, analysts should aware that there could be the case where a treatment in rel_treatments has an overlapped effect in mitigating risks with other treatments. Thus, we evaluate each subset of rel_treatments to check whether it is sufficient to mitigate the risks, such that they (i.e., candidate_solution, subset of rel_treatments) satisfy the evidence values specified in desired_labels and acc_risks. In this way, we are able to seek the strategy which is the most cost-effective. Moreover, through this evaluation, analysts can estimate the side-effects of additional treatments to the value layer besides their effects to the event layer. If the desired_labels and acc_risks are achieved then the treatments and the input goals can be added to the solution and the cost is calculated (Algorithm 7.1 line 14).

In this exercise, to make S4 acceptable we consider only some possible sets of treatments, namely C1, C2, C3, and C4 in Table 7.3. As reported in column “Treat-Out” in Table 7.2 C1 satisfies again the desired values for top-goals (DEN values for G_4 and G_{10} are now partial, while goal G_7 has no evidence for denial). However, the adoption of C1 introduces an additional cost for S4 that is now 30+13=43.

7.2 Business Solution Evaluation by means of Risk

The definition of metrics, for evaluating candidate solutions, is critical for most organisations before they implement the solutions. This is, for instance, the case for a consultant (i.e., Think3 Inc.) where is required to supply product development solutions, consulting services, and customer care for the optimisation of Small and Medium Enterprises’ (SMEs) product development processes. For the success of

---

3 related is meant to enumerate all nodes that are reachable from a given node in (N, R, I) through a particular type of relation.
## 7.2. BUSINESS SOLUTION EVALUATION BY MEANS OF RISK

<table>
<thead>
<tr>
<th></th>
<th>Goal</th>
<th>Event</th>
<th>Treat.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In</td>
<td>Out</td>
<td>In</td>
</tr>
<tr>
<td><strong>S</strong></td>
<td><strong>S</strong></td>
<td><strong>D</strong></td>
<td><strong>S</strong></td>
</tr>
<tr>
<td>E1-Increase Interest Rate of Loan</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E2-Forge Electronic Application</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E3-Forgery from External Attack</td>
<td>-</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>E4-Forgery from Internal Breach</td>
<td>-</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>E5-Debtor Defaults</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E6-Fake Identity Document</td>
<td>-</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>E7-Fake Application</td>
<td>-</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>E8-Inaccurate Credit Rating by CB</td>
<td>-</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>E9-Mispredict Monetary Cond.</td>
<td>-</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>E10-Collision Customer-Clerk</td>
<td>-</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>E11-Cust. becomes unemployment</td>
<td>-</td>
<td>-</td>
<td>P</td>
</tr>
<tr>
<td>E12-Economic Recession</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G1-Earn More Income</td>
<td>-</td>
<td>P</td>
<td>-</td>
</tr>
<tr>
<td>G2-Earn Loan Interest</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G3-Charge High Fee for LOP</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>G4-Receive the Loan Application</td>
<td>F</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>G5-Receive Hard-copy App.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G6-Receive Electronic App.</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G7-Ensure Loan Repayment</td>
<td>-</td>
<td>P</td>
<td>-</td>
</tr>
<tr>
<td>G8-Ask Mortgage</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G9-Monitor the Usage of Loan</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>G10-Handle Loan Application</td>
<td>-</td>
<td>F</td>
<td>-</td>
</tr>
<tr>
<td>G11-Verify Loan Application</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G12-Assess Application</td>
<td>F</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G13-Assessed by Credit Bureau</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G14-Assessed by In-house</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G15-Define Loan Schema</td>
<td>F</td>
<td>-</td>
<td>F</td>
</tr>
<tr>
<td>G16-Proposed by Customer</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G17-Defined by Bank</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G18-Approved Loan Application</td>
<td>F</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>G19-Approved by Clerk</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>G20-Approved by Manager</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>T1-Use Digital Signature</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T2-Have Digital Signature Inf.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T3-Install Public Key Inf.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T4-Employ Intrusion Det. Sys.</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T5-Employ Strict Access Control</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T6-Hire Underwriter</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T7-Verify ID doc with Gov. DB</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T8-Assign Liaison Officer for CB</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T9-Train Internal Actuary</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T10-Assess App. Anonymously</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.2: SAT-DEN Values of S4-alternative and C1-treatments
provided solutions, they must be evaluated the solution prior their deployment to the clients (i.e., SMEs). Moreover, Think3 has to provide business solutions consistently with the business model/strategy (e.g., product-oriented, order-oriented) chosen by the client.

Based on the experience of Think3, often they need to evaluate alternative solutions for various clients which have similar organisational-setting. Therefore, it is beneficial when the can capture their knowledge into a generic model so that it can be reused in the future. In our case, we aim to develop a “generic” organisational-setting of Think3’s clients (i.e., manufacturing SMEs). In fact, most of manufacturing SMEs have similar organisation settings though they have different business models. For instance, manufacturing SMEs, Think3’s client are distinguished into two categories: The first category of SMEs is mainly involved in the production of a fixed set of products. The second category concerns the production of a variable set of products depending on the specific requirements given by customers. Both categories have different business model in manufacturing their products. However, both categories are founded on a similar organisational setting. In manufacturing SMEs, the production planning division is typically appointed to define the most suitable solution for the product. To achieve this goal, that division needs to consider the feedback from different sources, such as manufacturing, customer care, and marketing divisions. Accordingly, the production planning division depends on all those divisions for the feedback necessary to come up with the most suitable solution. A failure in fulfilling the assigned duty will affect the goal of the production planning division. Thereby, the last needs to ensure that each division provides the necessary feedback. Moreover, there is a situation where an appointed division may argue that they are not at risk, but in the point of view of the planning division is otherwise. As a consequence, the production planning division adopt additional safeguards to secure its objective. These issues demand the use of risk assessment frameworks that is able to model the generic business setting in an organisation, and evaluate risks on the basis of the model.

Such requirements spur the application of the GR framework that has been developed to assess and treat risks in a given organisational setting to solve such challenges. Initially, we applied the Tropos [38] (including its descendants - the GR framework) for the elicitation of such requirements on the basis of Think3’s clients [121]. Starting from that work, we have identified the risks affecting intra-manufacturing SMEs and the treatments that are usually adopted in industrial practices. However, we discover there are some particularities in each category of manufacturing SMEs. As regards product-oriented SMEs, risk analysis has to deeply investigate aspects concerning how to “produce the product right”, while for order-oriented ones the analysis considers the issues related to producing the “right product”. The

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Cost</th>
<th>$C1$</th>
<th>$C2$</th>
<th>$C3$</th>
<th>$C4$</th>
<th>$C5$</th>
<th>$C6$</th>
<th>$C7$</th>
<th>$C8$</th>
<th>$C9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T02</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T03</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T04</td>
<td>1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T05</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T06</td>
<td>4</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T07</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T08</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T09</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>T10</td>
<td>2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

| Total Cost | 13 | 12 | 12 | 16 | 12 | 16 | 15 | 15 | 19 |

Table 7.3: Cost of Possible Treatments
7.3. BUSINESS CONTINUITY ANALYSIS IN AN ORGANISATION

former considers the compliance of the final product with its requirements, whereas the latter focuses on the acceptance of the final product by the client. In a product-oriented SME, the acceptance process of the products by clients is not feasible due to the large set of products and clients to be considered. Similarly, it does not make sense for an order-oriented company to evaluate the compliance with the requirements of a product without considering its acceptance by a specific client.

Since our goal is to perform risk analysis on the core requirements for SMEs, the GR model presented in Figure 7.2 is essentially a generalisation of organisational model for both product- and order-oriented SMEs. Such a model presents how the divisions within an SME collaborate together achieving the objectives of enterprise and managing the level of risk.

In this case study, we apply the similar analysis techniques as presented in the previous section. However, the analysis requires different sets of inputs depending on the organisational setting and the business model of the SME. For instance, some events can have a different likelihood depending on the strategy adopted by the SME, such as the event likelihood of modification order in order-oriented SMEs considered more likely compared to the product-oriented one. Moreover, for a product-oriented SME the achievement of the goal reduce time-to-market is considered much more critical than the order-oriented SMEs because of competition with other SMEs. Though the analysis is done using the same GR model, it does not imply it will result in the same evaluation results. The details about the application of the GR framework in this case study can be found in [14, 15, 121].

Evaluation

We have applied the GR framework to analyse intra-manufacturing organisations (presented in [14, 15]). Specifically, we have assessed the risks affecting intra-manufacturing organisations when they employ different business strategies and identified the measures to be adopted in order to mitigate such risks with respect to the selected strategy. From this exercise, our industrial partner benefits from the reuse of the “generic” organisational-setting (i.e., a GR model) so that it reduces the efforts in performing the evaluation of business solutions, and improves the quality of evaluation by learning from past experiences.

Moreover, this case study is also useful to evaluate the expressiveness of the GR modelling language and to validate the formal framework against industrial case studies (i.e., the evaluation of business solutions in manufacturing SMEs). In fact, in [15] we adjust the framework in order to work with likelihood instead of the evidence value. It is because our industrial partners found more intuitive and practical to provide values in term of likelihood of events instead of the evidence value.

7.3 Business Continuity Analysis in an Organisation

In this section, we demonstrate how the GR framework can support the analysis of business continuity from a socio-technical perspective. Unlike “conventional” risk management, business continuity analysis aims at ensuring the continuity business under disruptions. In other words, the organisation allows some disruption to occur as far as it does not result in the discontinuity to the business service. Typically, the organisation defines its plan, namely Business Continuity Plan (BCP) or Electronic Data Processing (EDP) contingency plan, to react responding the disruptions before their impacts are materialised in the business level. For instance, the credit rating service might be disrupted as far as it can be recovered within specified time before the service is used for some business processes. To allow continuity analysis, analysts need a framework that is being able to support the following tasks:

1. analyse how an organisation generates the values and their related risks;
Figure 7.2: Intra-Manufacturing Organisation Model including Events and Risk Treatments
2. define additional measures that are available to ensure the continuity of business in generating the values;
3. define the most cost-effective mitigation plans.

Previously, we have explained the Goal-Risk framework which is developed to analyse the business-objectives, and to operationalise them at more detail level (i.e., tasks model, business process and, finally, to identify the required artefacts to execute the processes. All those constructs, so called business objects, extends the notion of asset, as something that is valuable for an organisation, beyond only artefacts. Though the GR framework is able to assists risk management process, it lacks some supports for the continuity analysis.

In this section, we extend the GR framework to support the analysis of business continuity of an organisation. We use Loan Origination Process (LOP), taken from the European project SERENITY to illustrate our approach. It starts by receiving a loan application and ends, possibly, with the loan approval.

However, uncertain events (i.e., threats, un/intentional events, incidents, risks) may affect the availability of some assets. For instance, events like computer virus outbreak, database failure, the outage of national identity service are considered as disruptions for the loan department. Essentially, these disruptions are hard, or impossible, to avoid, but they might be still acceptable if their disruptions vanish within an acceptable period (called Maximum Tolerable Period of Disruption-MTPD). For an example, the goal of receive loan is still satisfied though the credit rating service is disrupted for 2 hours due to some failures. It is because the bank processes the loan application in every 3 hours. To maintain the MTPD, all responsible stakeholders need to establish a contingency plan in case their assets are disrupted. In this work, we limit ourselves by addressing only availability issues. The plan (BCP), typically, consists of the Recovery Time Objectives (RTOs) representing the objective of an asset recovery time in case the asset is disrupted. For instance, the IT department ensures that the database of loan application system will be recovered within 1 hour after the disruption. Under a given risk model, analysts should assess the sufficiency of RTOs to meet the MTPDs. In the case of insufficiency, additional measures need to be introduced. Moreover, these additions should be analysed carefully before their adoption because they introduce additional costs, and often they may introduce other kind of problems to the system.

7.3.1 An Extension of the GR Framework for Continuity Analysis

To model and assess BCPs, we need to analyse 1) business objectives and their realisations (process and artefacts), 2) interdependencies among assets, and 3) the level of risk that threatens business objectives, directly or indirectly. However, the GR modelling framework (presented in Chapter 4) is able to address the 1st and 3rd issues, but it is still insufficient to capture the interdependencies among assets that support an organisation. Hence, we here extend some of GR constructs (e.g., needed-by, dependency) to be able to support continuity analysis.

Essentially, needed-by and dependency relations are able to capture this situation, but they are insufficient. It is because they assume the failure of the source node will affect the target node immediately which is not always the case in reality. For instance, the failure of credit rating service computing the credit ration of customers does not result in immediate failures to the LOP business process, because loan applications are processed in batch every 3 hours. Therefore, needed-by and dependency relations need to be extended with the notion of time-dependency as proposed in the Time Dependency and Recovery
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(TDR) model. The time-dependency denotes the elapsed time that is tolerable by the target node in case the source node fails.

Let’s assume there are two business objects: the service loan processing \((N_1)\) and credit rating service \((N_2)\), previously we capture such relationship by indicating \(N_2 \rightarrow N_1\) which implies \(N_2\) is needed by \(N_1\) without any notion of time. Such a relation implies the failure \(N_2\) will immediately cause \(N_1\) to fail. However, it is not the case because for \(N_1\) concern \(N_2\) may fail as far as it is recovered within 2 hours. To capture such situation, we annotate needed-by and dependency relations with \(t\) indicating the tolerable outage period.

\[\text{Definition 7.1.} \ \text{Needed-by is indicated as } N_2 \xrightarrow{n(t)} N_1 \text{ where } t > 0 \text{ is the tolerable time for } N_1 \text{ before it follows } N_2 \text{ to fail.}\]

\[\text{Definition 7.2.} \ \text{Dep is indicated as } A_1 \xrightarrow{D_0(O)} A_2 \text{ where } t > 0 \text{ is the time that is tolerable by Actor } A_1 \text{ about the availability of the dependum-O by Actor } A_2.\]

The former captures an inter-dependency between resources in supporting a task execution within a single actor’s perspective, while the latter models an inter-dependency between actors about the availability of the dependum in a multi-actor setting.

Following the “generic” methodology (in Chapter 6), analysts model business objectives of the stakeholders and their realisation in terms of tasks and resources in the value layer. Relevant risks are modelled and quantified their severity and likelihood in the event layer, and finally some available treatments are captured in the treatment layer. Some particular steps are different from the “generic” methodology. To analyse BCP, a GR model needs also to capture inter-dependencies between resources in supporting a task execution. We have extended needed-by relation with \(t\) indicating the maximum disruption period that is tolerable by dependent resources. For example, in Figure 7.3 Secure desktop client for Loan Agent \((R_01)\) is needed by the task \(T_01\) (i.e., the time-dependency is 20 minutes) and \(R_01\) requires to access database of loan applications \((R_04)\) (i.e., the time-dependency is 2 minutes). The disruption of \(R_01\) will not result in the failure of \(T_01\) if it happens not more than 20 minutes. For given a GR model-\(\langle N, R, I \rangle\) and desired MTPDs, we will compute the Maximum Recover Time (MRT) of each assets. If RTOs of all assets, in the BCP, are less-or-equal to its MRTs then we can conclude the BCP is sufficient to guarantee the continuity of the business.

However, the fulfilment of goals, the execution of tasks, and the provision of resources might be disrupted by the occurrence of uncertain events. Here, an event is characterized into two attributes: likelihood \((\lambda)\) and its consequences. We here quantify likelihood in terms of the number of occurrences within a specific period (e.g., a year) judged by experts. For instance, if experts judge that the likelihood of an event is 0.1, and then they refer to the event took place once in 10 years. The severity of consequences is captured by the extent of impact relations. If the risks is too high then some treatments are needed either to reduce the likelihood (i.e., reduce the frequency of unacceptable disruptions) or to alleviate the severity (i.e., shorten the length of disruption).

Initially, the GR framework specifies Impact into four levels in \{++, +, −, −\}. To be able to reason about business continuity, we revisit the definition of Impact since it, initially, refers to the propagation of evidence from an event to a business object and not the length of a disruption.

\[\text{We assume here the time unit of } t \text{ is minute.}\]

\[\text{In this chapter, we concentrate on a single actor perspective. Moreover, this extension requires us to make some adjustments to the pre-processing procedure of } \langle N, R, I, S \rangle \text{ into } \langle N, R, I \rangle \text{ presented in Chapter 5 Section 5.2.}\]

\[\text{We here consider only events with negative consequences (i.e., risks, threats, incidents).}\]

\[\text{The model allows analysts to represent the likelihood in terms of Probability Distribution Function for a better result (i.e., precision), but it requires more complex mathematical computation.}\]
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**Definition 7.3.** Impact is indicated as $E \xrightarrow{t} N$ where $t > 0$ is the length of disruption suffered by $N$ in case $E$ occurs.

Unlike, the previous Impact (presented in Chapter 5) we here consider only Impact and not the opportunity ones. In addition, we also need to revisit relations that are used to capture mitigation actions. First, we need to revise the definition of Alleviate capturing the effect of treatments in reducing the severity of an event (i.e., shorten the disruption time).

**Definition 7.4.** Alleviate is indicated as $TR \xrightarrow{x} [E \xrightarrow{y} N]$ where $-1 \leq x \leq 0$ representing the reduction percentage of the length of disruption by $E$ to $N$.

We also redefine the Contr relations that relate a treatment to an event as a means to reduce its likelihood.

**Definition 7.5.** Contr in that circumstance is define as $TR \xrightarrow{x} E$ where $-1 \leq x \leq 0$ representing the percentage of $E$ likelihood reduction.

### 7.3.2 Continuity Analysis

After analysts have modelled the business-setting of an organisation, possible risks, and available treatments, one can perform the following analyses to manage the business continuity:

- **Treatments Analysis**, intended to seek all possible sets of treatments that are able to mitigate the risk so that the continuity is guaranteed. Analysts will choose the most adequate mitigation following some criteria (e.g., additional costs, possible side-effects);

- **Cost-Benefit Analysis**, aim to identify the most cost-effective treatments to reduce the loss caused by business discontinuity.

Moreover, the cost-benefit analysis is useful when there is no possible set of treatments that is able to reduce the level of risk until the acceptable level. In this case, analysts typically choose the most cost-effective set of treatments. However, both analyses can be performed complementary one to another.

Both analyses require the following inputs:

1. A GR model - see Figure 7.3
2. Acceptable risk, represented in terms of pairs Maximum Time Period of Disruption (MTPD) and Maximum Likelihood (Max. $\lambda$) of unacceptable disruption for each top goal (e.g., $MTPD(G_{01}) = 60$ minutes - Max. $\lambda(G_{01}) = 2$, $MTPD(G_{04}) = 120$ minutes-Max. $\lambda(G_{04}) = 2$) - see Table 7.4
3. “Significant” business objectives, which are defined as top-level goals and other subgoals that the stakeholders believe to be important for the organisation. For each of these goals, we specifies its utility for the organisation (e.g., $Utility(G_{01}) = 80$, $Utility(G_{02}) = 50$) - see Table 7.4
4. Likelihood of events (e.g., $\lambda(E_{01}) = 12$, $\lambda(E_{03}) = 3$) - see Table 7.5
5. Treatments costs (e.g., $Cost(TR_{01}) = 200$, $Cost(TR_{02}) = 70$) - see Table 7.6
6. RTOs (we assume that they have the same value as MRTs).
For a given GR model \( \langle N, R, I, S \rangle \), we compute the required MRT for each business objects (i.e., goals, tasks, resources) as follow:

1. Build Time-Dependency graph \((E, \rightarrow)\) where

   - \( E = \{(a, o) | (a, o, p) \in N \land o \in O\} \);

   - \( \rightarrow_r \) is constructed from \( R \) (i.e., \( (N_1, \ldots, N_n) \rightarrow_r M \)) where \( N_1, \ldots, N_n, M \in E \)

   \[
   \rightarrow_r = \bigcup_R \begin{cases} 
   N \xrightarrow{r} M, & \text{if } r = \text{Needed-by} \\
   N \xrightarrow{r} M, & \text{if } r = \text{Means-end} \land M \in G \\
   M \xrightarrow{r} N, & \text{if } r = \text{Means-end} \land M \in M \\
   \bigcup_{i=1..n} (N_i \xrightarrow{r} M), & \text{if } r = \text{Dec.} 
   \end{cases}
   \]

   and from \( S \) \( a_1 \xrightarrow{D_i(o)} a_2 \) and \( (a_1, o), (a_2, o) \in E \)

   \[
   \rightarrow_s = \begin{cases} 
   (a_2, o) \xrightarrow{r} (a_1, o), & \text{if } s = \text{Dep} 
   \end{cases}
   \]

   \(^*\text{We quantify the utility in the range } [0, 100].\)
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Goals

<table>
<thead>
<tr>
<th>Goal</th>
<th>MTPD(G)</th>
<th>Max. $\lambda(G)$</th>
<th>Utility($G$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>G01 Receive Loan Application</td>
<td>60</td>
<td>2</td>
<td>80</td>
</tr>
<tr>
<td>G04 Handle Loan Application</td>
<td>120</td>
<td>2</td>
<td>40</td>
</tr>
<tr>
<td>G02 Receive Loan App. by Hard-Copy</td>
<td></td>
<td></td>
<td>50</td>
</tr>
</tbody>
</table>

Table 7.4: The Inputs of Top Goals and “Significant” Goals

<table>
<thead>
<tr>
<th>Event-Src</th>
<th>Target</th>
<th>$\lambda$</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>E01 Virus Outbreak</td>
<td>R01</td>
<td>12</td>
<td>2h</td>
</tr>
<tr>
<td>E02 Database Failure</td>
<td>R04</td>
<td>10</td>
<td>3h</td>
</tr>
<tr>
<td>E03 Bank Employee Strike</td>
<td>T02</td>
<td>2</td>
<td>4h</td>
</tr>
<tr>
<td>E03 Bank Employee Strike</td>
<td>T09</td>
<td>2</td>
<td>5h</td>
</tr>
<tr>
<td>E04 Fraudulent ID Credential</td>
<td>T06</td>
<td>24</td>
<td>30'</td>
</tr>
<tr>
<td>E05 DoS Attack to Doc. Server</td>
<td>R06</td>
<td>20</td>
<td>2h</td>
</tr>
<tr>
<td>E06 Miss Ass. In-house Actuaries</td>
<td>T09</td>
<td>4</td>
<td>3h</td>
</tr>
</tbody>
</table>

Table 7.5: Likelihood and Impact of Uncertain Events in The LOP scenario

2. Compute MRT for each $N \in E$

$$MRT(N) = \begin{cases} MTPD_n, & \text{if } N \text{ is a top-goal;} \\ \min\{MRT(M) + t)\} | N \xrightarrow{t} M\}, & \text{otherwise.} \end{cases}$$

Treatment Analysis

The overall analysis (Figure 7.4) goes as follows:

1. Propagate the impact of uncertain events throughout the model. It is done by means of the adaptation of Forward Reasoning introduced in Chapter 5.

2. Evaluate the risk level of top-goals by computing their Time Period of Disruption (TPD) and the likelihood of unacceptable disruption;

3. Decide whether the risk level is acceptable for the organisation or not. The notion of acceptable risk refers to the situation where the likelihood of unacceptable of disruption (i.e., $TPD(G) > MTPD(N)$) is less then Max. $\lambda(N)$;

4. Introduce treatments if the risk is unacceptable. Find_Treatments (detailed in Algorithm 7.2 in Chapter 7) is used to elicit possible alternative solutions for a given set of available treatments. In nutshell, that algorithm is an adaptation of the greedy search algorithm [173] that aims at suppressing the increase of costs because of new treatments. Notice in the worst case the algorithm needs to explore all possible subsets of treatments (i.e., $2^{|treatments|}$ sets) though it is hardly happened in practice.

Finally, the analysis results in several possible solutions consist of a set of treatment that satisfies the acceptable risk. Analysts, then, need to decide among possible solution based on some criteria (e.g., the cheapest, stakeholders’ preference, company culture, etc.) which solution to implement.

In the context of loan origination process, we have modelled the organisation in terms of a GR model as depicted in Figure 7.3. We analyse two top goals for the bank: receive loan application ($G_{01}$) and
handle loan application \((G_{04})\). Suppose stakeholders expressed their acceptable risks (i.e., MTPD, Max.\(\lambda\)) for the two goals as indicated in Table 7.4. For given MTPDs, we compute the MRT of every asset (indicated in the upper-left of each construct in Figure 7.3). In Table 7.7 column “MRT”, we present the Max.\(\lambda\) and MRT for each risky business object (i.e., business object with risks) required to satisfy the MTPDs of top-goals.

However, by considering the risks in Table 7.5 we realise that some risks cause the unacceptable disruption for the business. For instance, \(R_{01}\) must have at most 2 times of 80 minutes of disruption (MRT) in one year (see Table 7.7 column “MRT”). Unfortunately, the impact of \(E_{01}\) results in 12 times of 2 hours disruption, which is unacceptable (see Table 7.7 column “Init”). However, \(T_{02}\), \(T_{09}\), and \(T_{06}\) are acceptable because either they might have unacceptable disruption less than 2 times per year, or their disruption is less than the required MRT. To mitigate such risks, treatment analysis enumerates 81 possible solutions (i.e., sets of treatments) that can satisfy the stakeholders’ inputs. For the sake of simplicity, we concentrate only on five of them, namely \(S_1 - S_5\), as indicated in Table 7.6.

From Table 7.7 column “MRT”, we can observe that the Max.\(\lambda\)-MRT for \(R_{06}\) is 80 minutes for 2 times per year. The application of \(S_2\) results in the event \(E_{05}\) being mitigated by \(TR_{06}\) into 2 hours for 2 times/year to \(R_{06}\), which is acceptable by the stakeholders because the likelihood of the disruption is less-equal than Max.\(\lambda\). In the case of \(S_5\) which includes \(TR_{05}\) besides \(TR_{06}\), it results in 72 minutes for 2 times/year. It implies the business is never discontinued because the \(TR_{05}\) can be
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<table>
<thead>
<tr>
<th>Event-Src</th>
<th>Target</th>
<th>MRT</th>
<th>Init</th>
<th>(S_1)</th>
<th>(S_2)</th>
<th>(S_3)</th>
<th>(S_4)</th>
<th>(S_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E01</td>
<td>R01</td>
<td>2-80'</td>
<td>12-2h</td>
<td>12-30'</td>
<td>1.2-2h</td>
<td>1.2-2h</td>
<td>12-30'</td>
<td>1.2-30'</td>
</tr>
<tr>
<td>E02</td>
<td>R04</td>
<td>2-72'</td>
<td>10-3h</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
</tr>
<tr>
<td>E03</td>
<td>T02</td>
<td>2-1h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
</tr>
<tr>
<td>E03</td>
<td>T09</td>
<td>2-2h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
</tr>
<tr>
<td>E04</td>
<td>T06</td>
<td>2-2h</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
</tr>
<tr>
<td>E05</td>
<td>R06</td>
<td>2-80'</td>
<td>20-2h</td>
<td>20-72'</td>
<td>2-2h</td>
<td>20-72'</td>
<td>2-2h</td>
<td>2-72'</td>
</tr>
<tr>
<td>E06</td>
<td>T09</td>
<td>2-2h</td>
<td>4-3h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
</tr>
</tbody>
</table>

| Total Cost | 350 | 220 | 240 | 330 | 360 |

Table 7.7: Risks at Initial and After Treatments Adoption in LOP Scenario

Figure 7.5: Cost-Benefit Analysis

recovered before the disruption appears in the business level. Each solution has a different cost and also a different effect on the reduction of risks, as presented in Table 7.7. Notice that all solutions \( (S_1 - S_5) \) produce an acceptable level of risk, but \( S_2 \) results being the cheapest solution. However, \( S_3 \) can be also a good candidate since it can reduce, further, the outage-period of \( R_{06} \) from 2 hours to 72 minutes with only a bit higher cost. Decision about \( S_2 \) or \( S_3 \) is now responsibility of analysts; they have to evaluate which one is the best suited for the organisation.

Cost-Benefit Analysis

Cost-benefit analysis is useful when analysts cannot find any possible combinations of treatments that are able to mitigate the risk until the acceptable level. In other words, it aims at finding the best solution from available treatments. We here define the notion of “best” as the most advantageous (i.e., cost effective) solution represented in terms of the ratio between benefit and cost (Equation 7.1), while benefit is modelled as an inverse function of the total of loss expectancy.

\[ \text{Benefit} = \frac{1}{\text{Total of Loss Expectancy}} \]

Analysts must adopt at least a treatment to mitigate risk and therefore the Cost cannot be 0.
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\[
ADV(S) = \frac{1}{\sum_{G \in \text{significant-goals}} LE(G) \times \text{Cost}(S)}
\]  
\[
LE(G) = \lambda_{\text{not-acceptable}} \times \text{Utility}(G) \times \left[\text{TPD}(G) - \text{MTPD}(G)\right]^{1/2}
\]

Essentially, the loss is introduced when where the TPD of a business objective is greater than the specified MTPD, and it happens more often than Max.\(\lambda\). Thus, in this framework the loss expectancy (LE) is calculated as multiplication of the likelihood of unacceptable disruption and the losses (i.e., the utility of the goal \(\times\) the overhead of disruption period) - see Equation 7.2.

The overall process of cost-benefit analysis (in Figure 7.5) goes as follow:

1. select a set of treatments to be evaluated - \(S_i\);
2. calculate the ADV for a given selected treatments;
3. compare the ADV of selected treatments with the best ADV of the candidate solution obtained from the previous evaluation - \(S\);
4. if it is more advantageous then record \(S_i\) as the candidate solution (\(S\)), and back to Step 1 until all possible combination of treatments are evaluated.

Moreover, the notion of cost-benefit might be enriched by considering other factors (e.g., time of implementation, intangible values) besides only loss-expectancy and cost. To reduce the possible search space, the algorithm records the most cost-effective solution so far, and ignores the branch of search space, which is less beneficial than the recorded solution. The result of this analysis is only a solution that theoretically, based on the equation (7.1), is the most cost-effective solution. Typically, this type of solution would be easy to get an approval by the stakeholders because it proposes the set of treatments, which is the most cost-effective. Notice this process is an exhaustive process, because it requires exploring all possible subset of treatments. Hence, we recommend to perform it if there is no available set of treatments that can satisfy the acceptable risk, or one can perform this analysis over proposed alternatives resulted from the treatment analysis to evaluate which alternative is the most advantageous/cost-effective.

To demonstrate the cost-benefit analysis, we alter the previous case study by assuming now the stakeholders are more risk averse than in the previous case. MTPD for goals \(G_{01}\) and \(G_{04}\) are reduced to 2 and 50 minutes, respectively with the same Max.\(\lambda\) for both business objectives. Moreover, stakeholders here argue about the importance of subgoal \(G_{02}\) that can endanger the image of the organisation in case it fails (even if \(G_{01}\) is satisfied). We quantified the \(G_{02}\) utility as 50, which is slightly lesser than the utility for \(G_{01}\) (\(\text{Utility}(G_{01}) = 80\)). However, goal \(G_{04}\) \(\text{Utility}(G_{04}) = 40\) results being less important than \(G_{01}\) and \(G_{02}\) since its failure will not be visible from outside of the organisation. The new MTPDs, consequently, require shorter MRTs for all business objects supporting them (Table 7.8 - Column “MRT”). Once we consider risks in Table 7.5 then we can see in Table 7.8 - Column “Init” that most of business objects (i.e., except \(T_{02}\) and \(T_{09}\)) are unacceptable. In fact, \(T_{02}\) and \(T_{09}\) are still acceptable because they fail only twice a year. Moreover, we also realise those treatments result in \(T_{06}\) being acceptable, because its TPD, due to \(E_{04}\), is still smaller the MTPD. However, the treatment

\[\lceil x \rceil \text{ is a function where } \lceil x \rceil = x \text{ if } x > 0; \text{ otherwise } \lceil x \rceil = 0\]
7.4. CONCLUDING REMARK

We here have presented some applications of the framework for managing risk in an organisation. Essentially, this chapter details three use cases: 1) the framework is used to assess the risk while analysing requirements in an organisation, and 2) the extended framework is used to assess the business continuity.

First, we have shown the capability of the framework to model, analyse, assess, and treat risks during the requirement analysis process. Moreover, in this case we proposed qualitative reasoning algorithms to analyse risk during the process of evaluating and selecting among alternative requirements. Hence, it assists analysts to avoid eliciting risky requirements, and also to reduce the number of requirement changes due to the revision of risky requirements or due to the introduction countermeasures. The performance of the risk assessment process depends on the number of treatments that are available to mitigate risks. Note that the assessment process still requires human intervention in selecting the alternatives to be analysed further. Actually, this step might be skipped, but it can significantly reduce the space of possible alternatives so that results in better performance for the overall risk assessment process. The final decision of choosing among possible strategies is left to the analysts. We also illustrated the usage of the frame-

<table>
<thead>
<tr>
<th>Event-Src</th>
<th>Target</th>
<th>MRT</th>
<th>Init</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E01</td>
<td>R01</td>
<td>2-22'</td>
<td>12-2h</td>
<td>12-30'</td>
<td>1.2-2h</td>
<td>1.2-2h</td>
<td>12-30'</td>
<td>1.2-30'</td>
</tr>
<tr>
<td>E02</td>
<td>R04</td>
<td>2-14'</td>
<td>10-3h</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
<td>10-18'</td>
</tr>
<tr>
<td>E03</td>
<td>T02</td>
<td>2-2'</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
<td>2-4h</td>
</tr>
<tr>
<td>E03</td>
<td>T09</td>
<td>2-50'</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
<td>2-5h</td>
</tr>
<tr>
<td>E04</td>
<td>T06</td>
<td>2-50'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
<td>24-30'</td>
</tr>
<tr>
<td>E05</td>
<td>R06</td>
<td>2-22'</td>
<td>20-2h</td>
<td>20-72'</td>
<td>2-2h</td>
<td>20-72'</td>
<td>2-2h</td>
<td>2-72'</td>
</tr>
<tr>
<td>E06</td>
<td>T09</td>
<td>2-50'</td>
<td>4-3h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
<td>1.2-1.5h</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exceeded Disruption after Treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>R01</td>
</tr>
<tr>
<td>R04</td>
</tr>
<tr>
<td>R06</td>
</tr>
</tbody>
</table>

Results

<table>
<thead>
<tr>
<th>Cost</th>
<th>350</th>
<th>220</th>
<th>240</th>
<th>330</th>
<th>360</th>
</tr>
</thead>
<tbody>
<tr>
<td>LE</td>
<td>21920</td>
<td>4800</td>
<td>10400</td>
<td>16320</td>
<td>4800</td>
</tr>
<tr>
<td>ADV (in 10$^{-7}$)</td>
<td>1.30344</td>
<td>9.4697</td>
<td>4.00641</td>
<td>1.8568</td>
<td>5.78704</td>
</tr>
</tbody>
</table>

Table 7.8: ADV of Possible Treatments in LOP scenario

Analysis cannot be able to elicit any solutions that can satisfy defined acceptable risks (i.e., particularly for $R_{01}$, $R_{04}$, and $R_{06}$). We here consider previous candidate solutions (i.e., $S_1 - S_5$), then they are fail to meet the MRTs (Table 7.8 - Column $S_1 - S_5$). In this situation, analysts might simply ignore this fact and accept the risk per se, or consider adopting the most advantageous solution.

Considering all the outcome of applying possible treatments (e.g., $S_1 - S_5$), we discover that by $S_1$ the system still suffers 12 times/year an outage of 30 minutes for $R_{01}$ while the MRT of $R_{01}$ is 22 minutes. In other words, the system might be discontinued for 8 minutes, 12 times/year (see Table 7.8 for the complete ones). Consequently, these outages will introduce a loss (expectancy) for $G_{01}$, $G_{02}$, and $G_{04}$, as defined in equation (7.2). For instance, the resulting loss expectancy for $S_1$ is 21920 with a cost of 350. Looking at Table 7.8, $S_2$ is considered as the most cost-effective solution with the lowest level of LE and the cheapest cost.
work in order to evaluate several business solutions considering the organisational setting and business strategy. We used the intra-manufacturing scenario to demonstrate the usages of the framework. In fact, the framework is able to capture a “generic” organisation-setting, in terms of a GR model, in a particular domain application (i.e., manufacturing SMEs). The model later can be used by analysts to evaluate alternative business solutions by means of assessing and treating risks in an SME with considering the business model of the SME (e.g., product-oriented and order-oriented).

Second, we presented an extension of the framework to analyse the business continuity of an organisation. The framework models all levels of assets (e.g., objective, process, and artefact) that may be involved in the continuity of the business. In order to guarantee the continuity of business under uncertainty (e.g., incidents, attacks, human-errors, hardware-failures), analysts need to introduce a set of treatments to mitigate risks. Moreover, the framework proposed a two analyses: 1) treatment analysis which results in a set of possible alternatives to ensure the business continuity, and 2) cost-benefit analysis which aims to seek the most cost-effective set of treatments to maintain the business continuity. Though, this approach does not require very precise inputs (e.g., likelihood, time-dependency, etc.), we recommend to analysts to use the worst possible scenarios while assessing the inputs, though it means “overshooting risks”.

The GR framework with all new features presented is supported by the S&D Tropos Tool. This tool is an Eclipse plug-in developed to analyse security and dependability requirements of socio-technical systems. The tool provides requirements engineers with a graphical interface that allows them to draw GR models. It also supports the automatic transformation of GR graphical models into formal specifications for the automated analysis.

---

Chapter 8

Forming an Organisation: a Risk-driven approach

In this chapter, we demonstrate the usage of the GR framework in synthesising the organisational-setting within a set of possible alternative designs. In the previous chapter, we have shown how to manage risks by analysing alternative requirements (i.e., OR decomposition), and integrating them with additional countermeasures. In this chapter, we present how to build a network of multi-actor dependencies (i.e., social organisation) where risks are minimised by delegating goals to capable and trustworthy actor.

We use planning techniques to elicit possible design alternatives as presented in [41, 42]. The process works as follows:

- actors, goals, capabilities, their knowledge (e.g., possible goal decompositions), possible dependency relationships among actors are identified;
- planner searches for a possible plan that satisfies all actors’ goals;
- the plan is evaluated against risk. It assesses whether the level of risk associated to goals is acceptable;
- if the risk is unacceptable then changes are needed and a new plan is generated and again evaluated.

However, in safety critical systems it is important to know who is responsible for any decision taken. Therefore, it requires that the designer is part of the decisional process and, particularly, responsible of the approval of the final solution (i.e., the plan). Our framework here is meant to provide a Computer-Aided Software Engineering (CASE) tool that helps a designer in defining and evaluating each design alternative with respect to the associate risk level. Moreover, this approach can also be used to assist the designer in performing the runtime design of a Multi-Agent System (MAS) [229]. In this chapter, we use the case study of Air Traffic Management (ATM) to demonstrate our approach. First, we will briefly explain about ATM case study (Section 8.1). We then explain how to represent the problem of defining organisational-setting in terms of a description of planning domain (Section 8.2), and then how a plan is evaluated (Section 8.3). We demonstrate the application of our approach (Section 8.4), and then is followed by an overview of related work (Section 8.5) and some remarks (Section 8.6).
8.1 Partial Airspace Delegation in ATM

Air Traffic Management (ATM) case study has been used in the SERENITY Project\(^1\) to validate security and dependability patterns. An ATM is categorised as a safety-critical system because it is closely related to the safety of human lives. Therefore, an ATM system is required to be available and reliable all the time of its operation. However, having a 100% available and reliable system is hardly possible, because many events can obstruct the system which cannot be known in advance (i.e., during the system development phase). For instance, aircraft traffic can increase beyond the safety threshold which was not anticipated during the design of the ATM. These events can compromise the availability and reliability of sub-components of the ATM system (e.g., controllers, radar processors, CWP\(^2\)).

An Air traffic Control Center (ACC) is a body authorised to provide air traffic control (ATC) services in certain airspace. These services comprise controlling aircraft, managing airspace, managing flight data of controlled aircraft, and providing information about the air traffic situation. Suppose there are two adjacent ACCs, namely ACC-1 and ACC-2 (Figure 8.1), where the airspace of ACC-1 is surrounded by the airspace of ACC-2. The airspace is organised into several adjacent volumes, called sectors. For instance, the airspace of ACC-1 is divided into two sectors (Sec 1-1 and Sec 2-1), and ACC-2 has its airspace divided into 4 sectors (Sec 1-2, 2-2, 3-2, and 4-2). Each sector is operated by a team, consisting of a controller (e.g., Sec 1-1 has C1-1 as a controller), and a planner (e.g., P1-1 is a planner for Sec 1-1). For the sake of communication and coordination, several adjacent sectors in an ACC are supervised by a supervisor (e.g., SU1-1 supervises Sec 1-1 and 2-1, and SU1-2 supervises Sec 1-2 and 2-2). The supervisor also acts as a designer and so, responsibly, approve/decline the new plans defining some re-sectorisation changes. The scenario starts from the normal operation of ATM in which SU1-1 delegates the control of sector 1-1 to team 1 formed by the executive controller C1-1 and the planning controller P1-1. C1-1 and P1-1 work together providing ATC services to the aircraft in sector 1-1. C1-1 controls aircraft to guarantee the safe vertical and horizontal separation of each aircraft, while P1-1 manages the

\(^1\)http://www.serenity-project.org
\(^2\)Controller Working Position (CWP) is a set of resources allocated to support a controller to perform his/her tasks
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flight data of the controlled aircraft and the airspace of sector 1-1.

One day during summer holidays, a flight bulletin reports that there will be an increase of the en-route traffic in sector 1-1. According to the analysis made by P1-1, this goes beyond the capacity of a single controller (C1-1). Thus, SU1-1 needs to re-design his/her sectors in a way so that the en-route traffic can be handled safely. Essentially, there are two possibilities to resolve such a situation:

- divide the airspace into smaller sectors s.t. each controller covers a smaller area and consequently, the overall airspace capacity is increased along the increase of the sector number supervised by SU1-1; or

- delegate a part of the airspace to the adjacent supervisor (it could be from the same or different ACC).

Each alternative introduces different requirements. For instance, when dividing the airspace, SU1-1 needs to ensure the availability of a controlling team ($G_{14}$, $G_{21}$ in Table 8.1) and the availability of a set of CWP ($G_{15}$, $G_{22}$ in Table 8.1). Conversely, if SU1-1 decides to delegate a part of his airspace to another supervisor, then SU1-1 needs to define delegation schema ($G_{10}$ in Table 8.1) and to have sufficient level of “trust” towards the target supervisor and his team to manage the delegated airspace. Moreover, SU1-1 needs to be sure that the target supervisor has sufficient infrastructure (e.g., radar, radio communication coverage) to provide ATC services in the delegated airspace.

The details of the ATM case study are presented in Section 8.4, including organisational-setting and capabilities of each actor. In the following sections, we explain how to encode the problem as a planning problem, and then how to evaluate and refine the candidate plan in order to maintain the level of risk below a predefined threshold.

### 8.2 Planning Domain

Generating a design alternative can be framed as a planning problems in which the planner is used to construct a plan that satisfies the stakeholders’ goals. The main idea is to automatically determine the course of actions (i.e., a plan) needed to achieve a certain goal, where an action is a transition rule from one state of the system to another [161, 221]. Actions are described in terms of preconditions and effects. If a precondition is true in the current state of the system, then the action can be performed. As a consequence of an action, the system will be in a new state where the effect of the action is true.

Thus, to define the planning problem, we need to formalise

- the initial and the desired states of the system;
- the actions that are possible in the system;
- the planning domain axioms.

In order to represent the initial state of the system (i.e. actor and goal properties, social relations among actors), first order logic is used with conjunctions of predicates and their negations. To describe our domain, we use the following predicates proposed previously in [41, 42]:

- For the goal properties:
  - $\text{satisfied}(G – \text{goal})$, which becomes true when the goal $G$ is fulfilled. The predicate is used to define the goal of the planning problem (i.e., to specify, which goals should be satisfied in the final state of the system);
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- \( \text{and/or\_subgoal}_n(G, G_1, G_2, \ldots, G_n \rightarrow \text{goal}) \) represents the predefined way of goal refinement, namely, it states that \( G \) can be and/or-decomposed into \( n \) and/or-subgoals;
- \( \text{type}(G \rightarrow \text{goal}, GT \rightarrow \text{goal\_type}) \) is used to typify goals;
- \( \text{criticality}_{h/m/l}(G \rightarrow \text{goal}) \) represents the criticality of the goal, one of \( \text{high}, \text{medium}, \) or \( \text{low} \). The criticality level implies the minimum level of trust between the actors required for a goal to be delegated. For instance, if the criticality of the goal \( G \) is \( \text{high} \), then the goal could be delegated from the actor \( A_1 \) to the actor \( A_2 \) only if the trust level between \( A_1 \) towards \( A_2 \) about the goal type in which \( G \) belongs to, is at least \( \text{high} \).

- For the actor properties:
  - \( \text{wants}(A \rightarrow \text{actor}, G \rightarrow \text{goal}) \) represents the initial actor’s desires;
  - \( \text{can\_satisfy}(A \rightarrow \text{actor}, G \rightarrow \text{goal}) \) and \( \text{can\_satisfy\_gt}(A \rightarrow \text{actor}, GT \rightarrow \text{goal\_type}) \) are used to represent the capabilities of an actor to satisfy a goal, or a specific type of goal, respectively.

- For the social relations:
  - \( \text{can\_depend\_on\_gt\_h/m/l}(A_1, A_2 \rightarrow \text{actor}, GT \rightarrow \text{goal\_type}) \) indicates the trust level in which actor \( A_1 \) can delegate the fulfilment of the goal of type \( GT \) to actor \( A_2 \). The trust level of the dependency is defined as \( \text{(h)igh}, \text{(m)edium}, \text{or (l)ow} \), respectively.

A plan can contain the following actions:
- **Goal satisfaction.** An actor satisfies a goal if it is among its desires (either initially, or after the delegation from another actor), and it has the capability to satisfy it;
- **Goal decomposition.** A goal could be decomposed either into the and-subgoals, meaning that all of subgoals should be satisfied to satisfy the initial goal, or into the or-subgoals, which represent alternative ways of achieving the initial goal;
- **Goal delegation.** An actor might not have enough capabilities to achieve its goals by itself and therefore, it has to delegate the responsibility of their satisfaction to other actors. As was mentioned before, the delegation can only take place if the level of trust between the actors is not lower than the criticality level required for the goal to be delegated;
- **Goal relaxation.** An actor might need to delegate a goal to another actor where the trust level between them is insufficient. To be able to perform delegation, an actor needs to relax the goal criticality (i.e., lowered) \([210]\) so that it satisfies the trust level. However, this action is considered as a risky action, because it infers the actor delegate the fulfilment of the goal to the other actor which is untrusted. Therefore, to minimise the risk we strongly averse such an action unless there is no other way to achieve the goal.

To complete the planning domain, we add some axioms which mimic the behaviours of a GR model. For example, to propagate goal properties through goal refinement we introduce such axioms: a goal is satisfied if all its and-subgoals or at least one of the OR-subgoals is satisfied.

We have chosen LPG-td \([139]\), a fully automated system for solving planning problems, for implementing our planning domain. LPG-td supports the PDDL (Planning Domain Definition Language) 2.2 specification, which was used to formalise system states, actions and axioms described above. The details on how and why this planner has been chosen and how the actions and axioms of the planning domain are implemented in PDDL 2.2. have been presented in \([42]\) and \([41]\).
8.3 Evaluation Process

After a design alternative, called a candidate plan, is generated by the planner, it should be evaluated based on a number of criteria. If it satisfies the criteria then a designer reviews and approves it, otherwise the problem definition is refined by identifying the actions that should be avoided to get the less risky design alternative. The refinement of the problem definition is followed by replanning.

We here evaluate the candidate plan using a risk evaluation metric [6]. The objective of the iterative planning-and-evaluation procedure is to select a plan among the available alternatives that has an acceptable level of risk. In this framework, we consider two types of risk: the risk about the satisfaction of a goal (called sat-risk) and the risk related to goal delegation. sat-risk represents the evidence value of a goal being denied/failed when an actor attempts to fulfil it. The evidence value is represented in terms of the following predicates: FD (Fully Denied), PD (Partially Denied), and ND (Not Denied). These predicates are associated with the high, medium, and low level of sat-risk, respectively. The risk of goal delegation occurs when the goal delegation occurs after the criticality of the goal has been relaxed.

The process of planning and evaluating a suitable design alternative is illustrated in Algorithm 8.1. However, we recommend to execute the algorithm without allowing any relaxation (i.e., relax = false). If it could not elicit any design alternative, then the designers can re-execute with allowing the relaxation action. Note that some steps in the algorithm are fully automated (e.g., run_planner line 3), while some still need a human involvement (e.g., adding the allowed actions to the whitelist in line 7). The algorithm is iterative and comprises the following phases: planning, evaluation, and, finally, plan refinement if necessary. There are two evaluation steps in the algorithm (in case relaxation is allowed): STEP-1 evaluates the risks of goal satisfactions (line 4), and STEP-2 evaluates relaxation actions (line 6). Each evaluation step is followed by a refinement action (line 5 or 7), which aims at changing the planner input so that during the next iteration it will produce the better (i.e. less risky) candidate plan.

STEP 1: Goal Satisfaction Evaluation

After a candidate plan is elicited (line 3), it should be evaluated if it meets the requirements imposed on it (i.e., the level of risk associated with the plan is below the predefined threshold). The aim of this
evaluation step (Eq. 4) is to assure that sat-risk values of the candidate plan (i.e., the likelihood of each system goal being denied/failed) are at most equal to the accepted ones specified by designers.

By examining the candidate plan, a GR model can be constructed (depicted in Figure 8.3). The GR model shows how a top goal is refined into tangible leaf goals (i.e., a leaf goal where there is an actor that can fulfil it). Using the sat-risk values of leaf goals, the risk level of the top goal are calculated using the forward reasoning (presented in Chapter 5). Notice different candidate plans can result in different sets of inputs goals and vary on defining which actors will satisfy the leaf goals, and consequently they result in different sat-risk of top goal.

If sat-risk of one top goal is higher than the specified threshold, then the refinement process is performed. The refinement (Eq. 5) identifies those assignments of the leaf goals to actors that should have been avoided in order to have the sat-risk values of the top goals within the specified thresholds. The refinement process starts by generating a possible set of assignment (i.e., sat-risk values of the leaf goals) that can result in the sat-risk of top goals being within the specified thresholds. This set of assignments is called a reference model and obtain by means of backward reasoning (explained in Chapter 5). The reasoning requires the following inputs: the constructed GR model, the specified thresholds as desired values, and leaf-goals as input goals.

By comparing the sat-risk value of leaf goals in the GR model with the corresponding values in the reference model, the designers can identify which actions of goal satisfaction should be avoided. In other words, we should not delegate a goal \( G \) to the actor \( A \) if the actor \( A \) can satisfy the goal \( G \) with sat-risk which is greater with the one prescribed by the reference model. For instance, in Figure 8.3 the risk-sat of goal capable managing airspace \( G_{19} \) that is satisfied by actor P1-1 is FD (Fully Denied), while according to the reference model, the value of \( G_{19} \) should be at most PD (partially denied). Therefore, the problem definition needs to be refined such that P1-1 does not satisfy \( G_{19} \).

However, we cannot refine the problem by simply specifying \( G_{19} \) must not be satisfied by P1-1, because there might be a situation where the provision of \( G_{19} \) by P1-1 is sufficient for some other top goals. Ideally, we specify “the path of actions” from the top goal that lead to the goal \( G_{19} \) being satisfied by P1-1. To simplify the refinement process, we only consider one action involving \( G_{19} \), performed just before P1-1 satisfies it. In case of Figure 8.2(b), such an action (called previous related action) is \( and\_decompose \) and \( G_{3} \) into \( G_{18} \) and \( G_{19} \), which is performed by P1-1. Thus, the refinement predicate that should be introduced in the problem definition is the following.

\[
\neg(\text{satisfy}(P_{1-1}, G_{19}) \land \text{and\_decompose}2(P_{1-1}, G_{3}, G_{18}, G_{19}))
\]

After the problem definition is refined, the planner is run again to elicit a new candidate plan using the refined problem definition. All the above described steps can be done automatically, without any interference a designer.

**STEP 2: Action Evaluation**

The second evaluation step (Eq. 6) is performed to evaluate all relaxation actions in a candidate plan whether they are acceptable/not risky based on the designer judgements. In this framework, we consider two types relaxation: direct and further relaxation. The former refers to the situation where it is done by the owner of the goal\(^3\) and is considered as non-risky action. The latter is further relaxation referring to the situation where the relaxation is done by another actor (i.e., not the owner). Further relaxation is

---

\(^3\)Goal \( G \) is owned by actor \( A \) if \( G \) was initially wanted by actor \( A \). (i.e., in the initial state \( A \) wants \( G \) to be satisfied) and not because of some delegations. Moreover, all the subgoals of \( G \) are also considered to be owned by Actor \( A \).
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considered a risky action, though sometimes it is impossible to find a candidate plan without it. Thus, this action should be explicitly evaluated and allowed by the designer. To approve further relation, the designer adds the predicate of such actions into the whitelist.

For instance, in the ATM case study SU1-1 intends to increase his airspace capacity in response to the traffic increase by delegating his airspace (\(G_{11}\)) to SU1-2. Since the fulfilment of \(G_{11}\) is critical (the criticality level is high), SU1-1 needs to have high trust level towards SU1-2 for delegating \(G_{11}\) (i.e., \(\text{can\_depend\_on\_gt\_h}(SU_{1-1}, SU_{1-2}, G_{11})\) should be true). Later, SU1-2 refines \(G_{11}\) into the subgoals control the aircraft (\(G_2\)) and manage the airspace (\(G_3\)). For satisfying these goals, SU1-2 needs to depend on the controller C1-2 for \(G_2\), and on the planner P1-2 for \(G_3\), because they are the ones that have the capabilities to satisfy the corresponding goals. Let us assume the trust level of the dependency of SU1-2 towards C1-2 for \(G_2\) is medium while \(G_2\) was considered as critical by SU1-1. To delegate \(G_2\), SU1-2 needs to further relax the criticality of \(G_2\).

Basically, the evaluation aims to guarantee that there is no-relaxation action taken by an actor which is not the owner of the goal. Otherwise, the designer needs to explicitly allow such actions (i.e., add it to the whitelist). If a further relaxation is considered to be dangerous, then the designer needs to refine (line 7) the problem definition forbidding such an action and followed by the replanning.

8.4 Experimental Results

In this section, we illustrate the application of our approach to the ATM case study. The following subsections detail the case study formalisation, and the planning-and-evaluation process, performed in accordance with Algorithm 8.1. The aim of the process is to elicit an appropriate plan for SU1-1’s sector, taking into account the constraints and the risk of each alternative. The scenario starts with the intention of SU1-1 to increase the capacity of airspace (\(G_6\)) as a response to the air traffic increase in sector 1-1. SU1-1 faces a problem where C1-1 is not available to control (\(G_{14}\)) more traffic. Therefore, SU1-1 needs to modify sector 1-1 without involving C1-1 s.t. the increase of air traffic can be handled.

8.4.1 Case Study Formalisation

The following inputs should be provided for Algorithm 8.1:

- A formalised problem definition, which contains all the properties of the actors of the ATM system, and their goals. The complete list of properties can be found in Table 8.2.
- Goals of the planning problem (e.g., satisfy \(G_6\) without involving C1-1 in satisfying \(G_{14}\)).
- A list of authorised further relaxation actions (whitelist).
- Risk levels of goal satisfaction actions. Table 8.1 shows all sat-risk values of the satisfaction actions.
- Accepted risk values (e.g., risk value of \(G_6\) is at most \(PD\)).

In Table 8.1, the goal criticality values are presented in column Crit. Moreover, goal criticality (i.e., high, medium, or low) denotes a minimum level of trust between two actors required to delegate a goal. For instance, goal manage airspace (\(G_3\)) is categorised as a highly critical goal, and goal analyze air traffic (\(G_8\)) has low criticality. Thus, these goals require different level of trust to be delegated.
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<table>
<thead>
<tr>
<th>Goal</th>
<th>Actor</th>
<th>C1-1</th>
<th>C2-1</th>
<th>P1-1</th>
<th>P2-1</th>
<th>SU1-1</th>
<th>C1-2</th>
<th>P2-1</th>
<th>SU1-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id.</td>
<td>Description</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td>Manage Aircraft within ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td>Control Aircraft</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td>Manage Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>Manage Flight Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>Maintain Air Traffic Flow in Peak-Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td>Increase Airspace Capacity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td>Analyze Air Traffic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G8</td>
<td>Re-sectorize within ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G9</td>
<td>Delegate Part of Sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G10</td>
<td>Define Schema Delegation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G11</td>
<td>Delegate Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G12</td>
<td>Have Controlling Resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G13</td>
<td>Have Capability to Control the Aircraft</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G14</td>
<td>Avail to Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G15</td>
<td>Have Control Working Position for Controller</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G16</td>
<td>Have Authorization for PD Modification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G17</td>
<td>Have Capability to Manage PD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G18</td>
<td>Have Resources for Planning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G19</td>
<td>Have Capability to Manage Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G20</td>
<td>Have Capability to Analyze Air Traffic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G21</td>
<td>Avail to Plan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G22</td>
<td>Have Control Working Position for Planner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Id.</th>
<th>Description</th>
<th>Crit.</th>
<th>P1-1</th>
<th>P2-1</th>
<th>SU1-1</th>
<th>C1-2</th>
<th>P2-1</th>
<th>SU1-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>Manage Aircraft within ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G2</td>
<td>Control Aircraft</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3</td>
<td>Manage Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G4</td>
<td>Manage Flight Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G5</td>
<td>Maintain Air Traffic Flow in Peak-Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G6</td>
<td>Increase Airspace Capacity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G7</td>
<td>Analyze Air Traffic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G8</td>
<td>Re-sectorize within ACC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G9</td>
<td>Delegate Part of Sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G10</td>
<td>Define Schema Delegation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G11</td>
<td>Delegate Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G12</td>
<td>Have Controlling Resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G13</td>
<td>Have Capability to Control the Aircraft</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G14</td>
<td>Avail to Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G15</td>
<td>Have Control Working Position for Controller</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G16</td>
<td>Have Authorization for PD Modification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G17</td>
<td>Have Capability to Manage PD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G18</td>
<td>Have Resources for Planning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G19</td>
<td>Have Capability to Manage Airspace</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G20</td>
<td>Have Capability to Analyze Air Traffic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G21</td>
<td>Avail to Plan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G22</td>
<td>Have Control Working Position for Planner</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Goals Criticality and Satisfaction Risk (Criticality = H: High, M: Medium, L: Low and sat-risk = Full Denied, Partial Denied, and Not Denied)

Moreover, Table 8.1 presents the sat-risk of a goal when an actor tries to achieve it. Note that, the sat-risk level of a goal depends on which actor satisfies the goal. For instance, the table states $G_{19}$ can be satisfied either by actor P1-1, P2-1, or P1-2, and each actor has different level of risk (sat-risk) – full, partial, and partial, respectively. The empty cells in Table 8.1 imply the actor does not have capabilities to fulfil the corresponding goal.

Table 8.2 presents properties of actors and their goals in ATM case study. Namely, it represents actor capabilities (can satisfy), possible ways of goal refinements (decompose), and possible dependencies among actors (can depend on) together with the level of trust for each dependency. For instance, actor SU1-1 can satisfy goals $G_{15}$, $G_{18}$, and $G_{22}$, and the actor has knowledge to decompose $G_{1}$, $G_{5}$, $G_{6}$, $G_{8}$, and $G_{9}$ . And SU1-1 has high level of trust to delegate $G_{2}$ to C1-1 or C2-2. The same intuition is applied for the other cells.

8.4.2 Planning and Evaluation Process

STEP 0: Planning. After specifying the inputs, the planner is executed to elicit a candidate plan to fulfill the predefined goals, which is shown in Figure 8.2(a). These goals state that the plan should satisfy $G_{6}$, and the solution should not involve C1-1 to satisfy $G_{14}$ because C1-1 is already overloaded controlling the current traffic. Moreover, the planner should not involve the other ACC (i.e., SU1-2) by avoiding the delegation of $G_{11}$ to SU1-2 even it is possible in Table 8.2. Before adopting the candidate plan (Figure 8.2(b)), two evaluation steps explained in previous section should be performed to ensure the risk of the candidate plan is acceptable.

STEP 1: Goal Satisfaction Evaluation assesses the satisfaction risk of a candidate plan. The GR model of goal $G_{6}$ (in Figure 8.3) is constructed on the basis of the candidate plan (in Figure 8.2(b)). The GR
Table 8.2: List of Actors and Goal Properties for the ATM Case Study. (Level of trust: H: High, M: Medium, L: Low)

<table>
<thead>
<tr>
<th>Actor</th>
<th>can_satisfy</th>
<th>decompose</th>
<th>can_depend_on</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU1-1</td>
<td>G15</td>
<td>And G1</td>
<td>G2, G3</td>
</tr>
<tr>
<td></td>
<td>G18</td>
<td>And G5</td>
<td>G6, G7</td>
</tr>
<tr>
<td></td>
<td>G22</td>
<td>Or G6</td>
<td>G8, G9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>And G8</td>
<td>G2, G3, G4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>And G9</td>
<td>G10, G11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1-1, P2-1</td>
<td>G17</td>
<td>And G3</td>
<td>G18, G19, G16, G17, G18, G18, G20</td>
</tr>
<tr>
<td>P1-1</td>
<td>G10</td>
<td>And G4</td>
<td>G6, G7</td>
</tr>
<tr>
<td></td>
<td>G20</td>
<td>And G7</td>
<td></td>
</tr>
<tr>
<td>P1-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1-1, C2-1</td>
<td>G13</td>
<td>And G2</td>
<td>G4, G12, G13, G14, G15</td>
</tr>
<tr>
<td></td>
<td>G14</td>
<td>And G12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G16</td>
<td>And G12</td>
<td></td>
</tr>
<tr>
<td>C1-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SU1-2</td>
<td>G10</td>
<td>And G11</td>
<td>G2, G3</td>
</tr>
<tr>
<td></td>
<td>G15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>G22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1-2</td>
<td>G19</td>
<td>And G3</td>
<td>G19, G21, G22</td>
</tr>
<tr>
<td></td>
<td>G21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1-2</td>
<td>G4</td>
<td>And G2</td>
<td>G4, G13, G15</td>
</tr>
<tr>
<td></td>
<td>G13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The model shows which actors are responsible to satisfy the leaf goals. For instance, $G_{19}$ must be satisfied by P1-1 and in this scenario, $G_9$ is left unsatisfied because the other or-subgoal, $G_8$, was selected to satisfy $G_6$.

In this scenario, we assume that the acceptable sat-risk value for $G_6$ is $PD$. To calculate the sat-risk value of goal $G_6$, forward reasoning is performed (i.e., the sat-risk values of leaf goals in Table 8.1 are propagated up to the top goal). This reasoning mechanism is a part of the functionality of the SI*-Tool. By means of the forward reasoning, we obtain that the sat-risk of $G_6$ is $FD$, which is higher than the acceptable risk (i.e., $PD$). Thus, the refinement is needed to adjust the problem definition, so that a less risky plan is constructed during the next replanning. The refinement starts with the elicitation of a reference model using backward reasoning. The reference model specifies that all leaf goals must have at most $PD$ sat-risk value in order to have the sat-risk of top goal $G_6$ at most $PD$.

By comparing the sat-risks of leaf goals in the GR model with the reference model, $G_{19}$ (satisfied by P1-1) is detected to be a risky goal; its sat-risk (in Table 8.1) is $FD$ which is higher than the one in the reference model. Therefore, the problem definition is refined to avoid P1-1 satisfying $G_{19}$. As $G_{19}$ is a subgoal of $G_3$, the decomposition action is also negated, as the previous related action, according to the procedure explained in the previous section. Thus, the problem definition is refined, and the goal

---

4Available at [sesa.dit.unitn.it/sistar_tool](sesa.dit.unitn.it/sistar_tool)
8.4. EXPERIMENTAL RESULTS

(a) Goal of Problem Definition

(b) The Candidate Plan after STEP 0

---

Figure 8.2: Plan for Increasing Air Space Capacity

of the planning problem is now of the form shown in Figure 8.4(a). Afterwards, the planner is run to elicit a new candidate plan. Basically, the new candidate plan is almost the same with the previous plan (Figure 8.2(b)), the only difference is in lines 18-20 (see Figure 8.4(b)). If the candidate plan is generated by allowing some relaxation, then the candidate plan is evaluated by going through the next step to ensure all the actions (especially, further relaxations).

**STEP 2: Action Evaluation** filters the malicious relaxation actions. The scenario starts from the goal $G_6$ which is wanted by SU1-1. As all the other goals of the candidate plan are the result of the refinement of $G_6$, the owner of all of them is again SU1-1. Thus, relaxing the criticality of any goals that is performed by any actors except SU1-1 is seen as a risky action.

For instance, P2-1 relaxes the criticality of $G_{16}$ (line 15 in Figure 8.2(b)) to low instead of medium. By default, this action is a risky one and should be avoided, unless the designer states explicitly that this action is not risky by adding it to the whitelist. Once it is considered unacceptable, the planning problem should be refined by adding the negation of the relaxation action (i.e., (not (relax2l P2-1 G1))).

Moreover, the designer can also introduce rules to avoid certain actions. For instance, the designer may prevent C2-1 from delegating $G_4$ to P2-1 (line 9 in Figure 8.2(b)) by adding a new predicate to the goal of the planning problem (namely, (not (delegate C2-1 P2-1 G4))). For the sake of simplicity, all the possible relaxation actions in the candidate plan are put to the whitelist, so we do not refine the problem definition any further. Thus, the last candidate plan to redesign SU1-1’s sector is approved s.t. the traffic increase can be handled. Moreover, the plan suffers acceptable risks according to the
predefined thresholds (i.e., $\text{sat-risk of } G_6$ is less or equal than $PD$).

### 8.5 Related Work

AI planning has been intensively developed during the last decades, and has found a number of interesting applications (e.g., robotics, process planning, autonomous agents, etc.). There are two basic approaches to the solution of planning problems [221]. First approach is graph-based planning algorithms in which a compact structure, called Planning Graph, is constructed and analysed. In the other approach the plan-
8.6 CONCLUDING REMARK

The planning problem is transformed into a SAT problem and a SAT solver is used. There exist several ways to represent the elements of a classical planning problem (i.e., the initial state of the world, the system goal, or the desired state of the world, and the possible actions system actors can perform). The most widely used, and to a certain extent standard representation is PDDL (Planning Domain Definition Language), the problem specification language proposed in [79]. Current PDDL version, PDDL 2.2 [70] used during the last International Planning Competition [102], supports many useful features (e.g., derived predicates and timed initial literals).

A few works can be found which relate planning techniques with information system design. In [1] a program called ASAP (Automated Specifier And Planner) is described, which automates a part of the domain-specific software specification process. ASAP assists the designer in selecting methods for achieving user goals, discovering plans that result in undesirable outcomes, and finding methods for preventing such outcomes. The disadvantage of the approach is that the designer still performs a lot of work manually while determining the combination of goals and prohibited situations appropriate for the given application, defining possible start-up conditions and providing many other domain-specific expert knowledge. Some works present a planning application to assist an expert in designing control programs in the field of Automated Manufacturing [48]. The system they have built integrates POCL (Partial Order Causal Link), hierarchical and conditional planning techniques [48, 161]. The authors consider standard planning approaches to be not appropriate with any ready-to-use tools for the real world, while in our work the opposite point of view is advocated, and the off-the-shelf planner is used.

8.6 Concluding Remark

In this chapter, we have proposed an approach to incorporate risk analysis into the process of MASs design. The approach is based on the use of planning techniques to explore the space of alternative designs and risk-based evaluation metrics to evaluate the resulting solutions. We argue that the approach is particularly suitable for the design of critical and responsive systems, such as air traffic management, health-care systems, disaster management, traffic management, etc.

The proposed framework is meant to support a designer in generating, exploring, and evaluating design alternatives either during the initial, “classical” design, or during runtime redesign of a MAS. We consider runtime redesign of high importance for modern information systems, which operates in continuously changing environment and then require highly adaptable characteristics. Among the limitations of our approach, we would like to mention that it only supports a centralised viewpoint (i.e., the designers viewpoint), while the different actors in a system may have different priorities and criticalities (i.e., perceive risks).
Chapter 9

BDI Agent’s Deliberation Process: a Risk-driven approach

The Goal-Risk (GR) framework has been developed using some notion related to agent-oriented systems. However, most of its use cases aim at assisting analysts during the system development phase by providing a modelling framework, methodology, and a CASE tool to develop the models and analyse them. We here aim at enabling a software agent to perform risk analysis using the GR framework. Consequently, the software agent can anticipate and react towards risks during runtime as part of its autonomous behaviour.

Agent technology is becoming more and more an emergent alternative to build safety-critical systems [126, 130]. In some high risk situations or safety-critical missions, humans are replaced by autonomous agents (e.g., reconnaissance, battle-combat). However, developing autonomous agents for such tasks require the introduction and consideration of uncertainty concepts (especially risks) and related problems within the agent’s deliberation process.

There have been several proposal in modelling agent’s mental states proposed in the literature [143, 165, 184]. Most of them describe agent’s mental states in terms of Belief, Desire, and Intention (the BDI model). The BDI model has been initially introduced by Bratman [36] and then refined by Rao and Georgeff in [164, 165] for real implementation in agent based systems, such as Procedural Reasoning System (PRS) and distributed Multi Agent Reasoning System (dMARS). Currently, agent tools and frameworks (e.g., Jack [96], Jadex [163], and Jason [32]) use effectively the BDI model in their implementations. The deliberation process of an agent is supported by a meta-level reasoning, where the most appropriate plan for achieving a given goal is selected on the basis of specific criteria such as priority and belief. Unfortunately, these implementations do not consider uncertain events and, in particular, risks (i.e., uncertain events with negative impacts [109]) as an integral part of the meta-level reasoning. However, several approaches have been proposed to reason about uncertainty [88, 223], but often their complexity made almost impossible the implementation in real agent-based applications [44, 119].

We here adopt and adapt the GR Framework into a deliberation process of a BDI agent. Essentially, the GR framework consists of three basic concepts: goals capturing the desires of an agent, risks as uncertainty that can affect the satisfaction of goals, and treatments as special plans that are intended to mitigate the risks. These concepts are depicted in terms at a GR model (explained in Chapter 4) which is used to reason about uncertain events that might obstruct the achievement goals and plans and treatments that are necessary to mitigate the risks. Moreover, the GR framework provides an agent with the capability to choose a strategy (i.e., a combination of plans and treatments) to pursue a goal, whose
risk and cost are acceptable by the agent. We use the Unmanned Aerial Vehicle (UAV) case study to motivate our work as illustrated in Section 9.1. In Section 9.2, we briefly explain the implementation framework of Jadex and in Section 9.3, how the basic concepts of GR framework is encoded into the Jadex platform is detailed. Finally, we mention some related work in Section 9.4 and draw some conclusions in Section 9.5.

9.1 Unmanned Aerial Vehicle

An Unmanned Aerial Vehicle (UAV) is an aircraft without pilot that either is controlled remotely or flies autonomously. UAVs are typically used in a number of critical missions, such as decoy, reconnaissance, combat, and even for research and civil purposes. In the early time, UAVs were called drones because they were not more than aircraft remotely controlled by human. Recently, several efforts have been made to apply intelligent agents to control aircraft. Attempts to use intelligent agents in managing UAVs are addressed to avoid the risk of human life loss. In this setting, agents can respond to event occurrences autonomously without waiting for instructions from the ground control. This capability results to be essential in critical and dangerous missions (e.g., reconnaissance, decoy, and combat) where the response time has to be as short as possible. For instance, if a drone realises that it has been detected by the enemy, it informs the ground control about the danger. However, it will still proceed with the mission according to the previous plan until it receives new instructions from the ground control. It is possible that these new instructions are sent to the UAV too late for ensuring the success of the mission. The ambitious objective of the agent paradigm is to provide UAV with facilities to react autonomously and so to take countermeasures in the appropriate time.

There are still numerous open problems for completely replacing human with agents. For instance, a human pilot can learn from past experience such that it can adopt adequate measures when a new occurrence of events is detected. This work aims at improving software agents.

9.2 Jadex as an Agent Platform

There have been several agent infrastructures based on BDI concepts being developed in the last years, such as Jack, Jadex, and Jason. Typically, agent platforms follow the Procedural Reasoning System (PRS) computational model in implementing their reasoning engine. PRS-like systems are event-based architectures where events are used to denote incoming messages, a new goal to be processed, or a change in the state of an existing goal. Once an event is generated, the agent dispatches the event to the deliberation mechanism (called meta-level reasoning) to choose the most appropriate plan to handle it. In some PRS-systems, like Jack and Jason, goals are represented as special type of event (i.e., goal-event). Thus, agents implemented in Jack or Jason platform are not aware which goals that they are currently pursuing. They execute the plan only as a response to the occurrence of an event.

On the contrary, the notion of goal plays a key role in the Jadex platform. This has spurred us to choose Jadex as platform to implement the GR framework. Jadex requires specifying agents’ goals explicitly. These goals must be related to the plans that provide means to achieve them. Jadex represents agents’ beliefs in terms of Java objects, and stores them in the beliefbase. Moreover, Jadex allows us to specify the plan that has to be executed when a belief is changed. Those BDI descriptions are represented in an XML file, called Agent Definition File (ADF). The Jadex reasoning engine starts the deliberation

\(^1\) The notion of “event” supported by agent platforms is different from the one in the GR framework.
9.3 Framework Realisation

Though, the GR framework is developed adopting BDI concepts to model agent’s mental states, some concepts may be not trivially mapped into Jadex. For instance, in the GR framework a goal can be...
decomposes into several sub-goals, and the decomposition is ended when all leaf-goal have (at least) one plan to achieve it. Conversely, in Jadex such an operation is not possible. A goal needs always to be associated with some plan, and however a plan can introduction a new goal. Moreover, an agent must perform meta-level reasoning to choose a plan to achieve the goal.

Suppose by following the methodology (see Chapter 6) analysts obtain a GR model as depicted in Figure 9.1. The process to implement the GR models into the Jadex platform starts from defining the agent’s beliefs (Figure 9.2(a)). The agent’s beliefs include: the thresholds of risk level and cost (line 2-7) that are acceptable for the UAV agent; the current cost and risk level of adopted strategies are encoded in (line 8-10) and (line 11-13) respectively. The success rate for plans, the likelihood of events, and the success rate for treatments (i.e., depicted as GR evidence values/labels) are also included as the beliefs (line 17-32). We also provide the agent with knowledge (e.g., which events can obstruct one goal) represented in the GR model by implementing the model as a Java object and storing it as a belief (line 14-16). We also specify assess_risk plan (line 2-9 in Figure 9.2(b)) in case there is a change in these belief values. Essentially, assess_risk is the implementation of Forward Reasoning (presented in Algorithm 5.1 at Chapter 5) which calculates the risk level and cost of adopted strategy (i.e., plans and treatments).

To contain the risk level and cost, the UAV agent needs to introduce two additional goals: maintain_risks (line 2-9 in Figure 9.2(c)) and maintain_costs respectively. If such goals are denied, plan replanning (line 10-15 in Figure 9.2(b)) is executed to recover the desired conditions defined by those goals. Essentially, replanning is a JAVA implementation of Find Treatments (presented in Algorithm 7.2 at Chapter 7) which aims to synthesise a strategy on the basis of the current beliefs. We here assume that there is always a strategy for each replanning attempt.

We also need to represent goals, plans, and treatments of the GR model in the ADF, so that the agent behaves according to the GR model at runtime. Goals are declared in the ADF goalbase, while plans and treatments are depicted as plans section of the ADF. This transformation starts by declaring all goals, plans, and treatments occurring in the GR model as XML entries in the ADF as depicted in Figure 9.2(c) and Figure 9.2(b). Additional Jadex-goals and Jadex-plans need to be introduced to mimic the behaviours supported by the GR framework which are not supported by the Jadex platform.

For instance, goals, plans and treatments in a GR model can be AND/OR-decomposed into subgoals, while in Jadex a goal can only be AND-decomposed. The GR decompositions depict the knowledge of an agent about the relations between the upper level goal with subgoals. On the other hand, AND-decomposition in Jadex is done as a result of the execution of an applicable plan. For instance, $G_1$ is AND decomposed into $G_6$ and $G_7$ (left-side in Figure 9.3). To realise this behaviour in a Jadex agent, we need to design an additional plan P-G01 where it introduces (and later dispatches) subgoals $G_6$ and $G_7$, as depicted in the right-side of Figure 9.3. P-G01 is considered as a means to achieve $G_1$ (depicted by arrow line) which is represented in the ADF description as in Figure 9.2(b) (line 16-21). Both Tropos and Jadex AND decomposition have the same semantic meaning where the fulfilment of all AND-subgoals is required for fulfilling the upper-level goal. Moreover, AND-decompositions of plans/treatments are done with a similar intuition where some additional goals are introduced and associated each plan as a means to achieve each additional goal. For instance, plan $P_8$ will introduce additional goals (i.e., G-P12, G-P13, and G-P14) that later activate subplans $P_{12}$, $P_{13}$, and $P_{14}$. To mimic goal OR-decompositions, we introduce additional plans where each plan is used to activate a new subgoal. These plans represent alternative ways that an agent can adopt to achieve the upper-level goal. For instance, $G_7$ is OR-decomposed into $G_8$ and $G_9$ (Figure 9.3). This is represented in the ADF by introducing the additional plans P-G08 and P-G09 that respectively activate $G_8$ and $G_9$, as alternatives to achieve goal $G_7$. The agent will perform a meta-level reasoning on the meta-goal of $G_7$ (called
9.3. FRAMEWORK REALISATION

(a) Beliefs

<beliefs>
  <belief name="thres_cost" class="double">
    <fact>2000000</fact>
  </belief>

(b) Goals

<goals>
  <maintaingoal name="maintain_risk">
    <maintaincondition>
      \beliefbase.risk.thres_risk
    </maintaincondition>
    <targetcondition>
      \beliefbase.risk.thres_risk
    </targetcondition>
  </maintaingoal>

(c) Plans

<plans>
  <plan name="assess_risk">
    <body>
      <beliefsetchange ref="events" />
      <beliefsetchange ref="treatments" />
      <body>
    </plan>

  </plans>

Figure 9.2: UAV agent description in Jadex-ADF
choose plan G07 in Figure 9.2(c) line 17-22) to decide which plan should be adopted. We override the Jadex meta-level reasoning by defining a plan (choose G07 in Figure 9.2(c)) to always adopt the least risky alternative by means of Forward Reasoning. OR-decompositions of plans/treatments can be mimicked by defining a task that introduces an additional goal, and all subplans are defined as means to achieve the additional goal. Similarly to what we have done for goal OR-decomposition, the Jadex meta-level reasoning needs to be overridden with a plan similar with choose G07.

Finally, we need to represent the GR means-end relations in a Jadex agent. Means-end relations correspond to the trigger mechanism in Jadex. For instance, $P_7 \rightarrow G_8$ is represented by adding $G_8$ as the trigger of $P_7$ in the ADF (line 30-32 in Figure 9.2(b)) or denote by relating P07 to G08 with an arrow line (right-side in Figure 9.3). This implementation of the GR means-end into the Jadex platform holds if the plan is not related with any treatments (i.e., direct or indirectly through the event layer). On the contrary, if the plan is related with treatments, the mapping schema is slightly different because several combinations of plans and treatments can be used to achieve the goal (e.g., it can adopt only the plan, the plan with a treatment, the plan with some treatments, or the plan and all treatments). For instance, the success of plan establish communication with ground control ($P_{11}$) is obstructed by the risk due to loss the link of communication ($E_1$) (Figure 9.3). In this setting, the UAV agent can adopt treatment have fault tolerant communication link ($T_1$) for a retention measure. The agent may adopt only $P_{11}$ (or $P_{11a}$ in Figure 9.3(right-side)), whereas in others it needs to adopt $P_{11b}$, which is the combination of $P_{11}$ and $T_1$, for ensuring the success of $P_{11}$ execution. This implementation is getting more complicated when there are several available treatments. It is because the number of
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combinations plans and treatments becomes exponential \((N_{\text{plan}} \times 2^{N_{\text{treatment}}})\). For instance, if \(G_1\) is obstructed by \(E_2\) directly and by \(E_3\) indirectly and the agent knows there are one plan to achieve \(G_1\) and three treatments (e.g., \(T_2, T_4,\) and \(T_5\)) to mitigate \(E_2\) and \(E_3\), consequently, the agent has eight possible strategies to achieve goal \(G_1\).

9.4 Related Work

In artificial intelligent community, a lot of effort has been devoted to develop reasoning mechanisms dealing with uncertainty \([88, 127, 223]\). Here, the focus was on determining how subtle uncertainties affect the reasoning mechanisms. Differently, the autonomous agent community is mainly focusing on how to implement agent platforms (e.g., Jack, Jason and Jadex) with reasoning mechanisms to deal with existing event and situation \([37, 119, 219]\).

Halpern in \([88]\) proposed a framework to reason about uncertainty from a single agent viewpoint and multi-agent environments. An environment (i.e., entities outside the agent) is treated as black boxes, with no structure. Therefore, the likelihood of event is viewed as a collection of random variables. In the multi-agent framework, the environment can be structured on the basis of the interactions among agents. The framework also supports modeling uncertainty as a function over time. Markov Decision Processes (MDPs) \([223]\) is a mathematical framework to model a decision-making process where the outcomes are partly random and partly controlled by agents. MDPs address optimization problems that are represented as a tuple \((S, A, P, R)\), where \(S\) is a set of possible states, \(A\) is a set of actions that caused state transitions, \(P\) is a set of probabilities of action occurrences, and \(R\) is a set of rewards that are gained if an action is executed. This framework uses value iteration algorithms to determine the set of actions that minimise and maximise the reward. If risks are encoded as rewards, the agent can use such algorithms to identify the least risky strategy by searching the solution with minimal reward. Moreover, Simari and Parsons \([185]\) investigated the relation between MDPs and BDI architectures which enable us to use MDPs as reasoning mechanisms in the BDI architecture. Another proposal is the Abstract Agent Programming Language (3APL)\(^2\), a cognitive agent programming language that employs logical representation and reasoning features based on the BDI model. In this approach, the beliefs are assumed to be certain, either true or false. Kwisthout and Dastani \([127]\) propose an extension of 3APL that allows an agent to reason about uncertain beliefs. This extension essentially uses the Dempster-Shafer theory \([182]\) to model uncertainty in agent’s beliefs. These reasoning frameworks are sufficient for reasoning about uncertainty, though sometimes they appear too complex, but do not specify how an agent must react to deal with the effects of uncertainty. In other words, they are sophisticated to model uncertainties in the reasoning mechanism of an agent, but they lack in representing some important aspect, such as: 1) the extent of uncertainty events (i.e., severity) affecting agents and 2) what the agents can do to anticipate the events (i.e., not react). These aspects are important because reasoning mechanisms should distinguish events by their effect in case they occur, besides only their likelihood/uncertainty and some events can be anticipated to occur (i.e., prevention measures).

In the autonomous agent community, there are some proposals \([119, 219]\) that present the implementations of an UAV agent (called Wingman) in the Jack platform. The Wingman is provided with basic plans (e.g., flying quietly and at low altitude) in order to achieve its goals (e.g., taking picture of enemy installations). The Wingman is also provided with additional plans (e.g., flying as fast as possible) to deal with malicious events such as being detected by enemy. When a malicious event occurs, the Wingman reasons about its plans and diverts the adopted basic plan with another plan to guarantee the achievement

\(^2\)http://www.cs.uu.nl/3apl/
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its goals. However, the Wingman does not try to anticipate the occurrence of malicious events, but rather to react when they happen. Similar works have been done in [68, 215]. On the contrary, our approach allows the UAV agent to anticipate malicious events by employing treatments when the risk is unacceptable. Another implementation of reasoning in an autonomous agent has been presented in [37]. The authors propose an implementation of the Cleaner World agent in Jadex. Such an agent is designed to pick all wastes and throw them in trash bins. In this implementation, the agent moves to a location once its sensors detect the existence of wastes. However, it would be more efficient if agent movements are not only driven by the appearance of wastes, but they are anticipated by reasoning about the likelihood of having new wastes in a certain location. In other words, those agents do not predict future events and react accordingly; most of them just react in case a particular event happens.

Conversely, this work is in the middle between those two approaches. Our work adopts existing reasoning mechanisms in agent platforms (i.e., Jadex), and extends them with the Goal-Risk reasoning mechanism. This approach takes advantages of having the reasoning mechanism implementable in agent platforms and, especially, in the ones based on BDI. Though the proposed reasoning looks trivial compared with the ones proposed in AI community, we remark that the GR framework is not meant to assess the uncertainty precisely. Rather, it aims to support an agent in defining a strategy whose risk and cost are lower than a certain threshold. As consequence, it also allows agents to define a strategy to achieve their goals on the basis of probable events, and not only the current context condition.

9.5 Concluding Remark

In this work, we have presented a Jadex implementation of the Tropos Goal-Risk framework. The GR framework and Jadex differ in concepts and reasoning features and their integration was not straightforward. In particular, we have illustrated some limitations in Jadex to adopt all concepts supported by the GR framework, but we have also demonstrated that this mapping does not limit the expressiveness of the intended goal deliberation process.

The initial GR reasoning mechanisms allow agents to perform cost-benefit analysis on a strategy to be adopted, but require an exhaustive knowledge before the agent starts pursuing its goals. On the other hand, the Jadex approach results faster in choosing a strategy for a given goal and more adaptive to the current conditions of the agent. We have taken advances of combining GR and Jadex reasoning features by implementing complete plans and facilities for reasoning about them in the belief of the agent. The intuition is to use complete plans as a baseline for the Jadex reasoning. Then, during the pursuing of its goals, the agent evaluates the baseline by reasoning about risks in the current situation and modify the baseline if it is considered to be risky.

We plan to extend the risk reasoning to cope with multi-agent environments. In this setting, an agent should be able to reason about risks when it depends on other agents for the fulfilment of its goals. Yet, treatments may be introduced when risks are unacceptable or when the agent has no alternatives to achieve its goal besides depending on other agents.
Chapter 10

Conclusions

10.1 Summary of the Thesis

The last years we have seen a growing interest in considering risk during the development of information systems, particularly critical ones (CISs). However, the major limitation of current approaches is that they analyse a system as merely a technical artefact, and often overlook the organisational setting in which the system operates. In fact, many incidents are originated from some aspects beyond just technical failures, such as abuse of permissions, the distrust of other group members. Therefore, considering interactions between humans and technology in an organisation allows us to identify a wide range of risks in addition to those emerging from both aspects in isolation.

This thesis proposes an integrated framework, called the Tropos Goal-Risk framework, that supports analysts to assess risk along the analysis of stakeholders’ needs/requirements. We proposed a modelling language tailored to capture requirements and risks in socio-technical systems. The modelling language is composed of three conceptual layers: first, the value layer, where stakeholders’ needs are analysed and operationalised into a set of system requirements; second, the event layer, where events are captured, analysed, and quantified according to their impact to the value layer; and third, the treatment layer where additional countermeasures are introduced to mitigate risks (i.e., events with negative impacts).

This thesis also presents the methodological steps to assess risks alongside requirements analysis. The process starts from analysing stakeholders’ needs/requirements, and refines them into finer structures, so that each need is satisfied either by the stakeholder itself, through the deployment of technical systems, or by other actors in the system. The process continues with analysing risks, which prevent the requirements from being satisfied. By using forward analysis, analysts can assess the risk level that the organisation is exposed to. If the risk is acceptable, then the process is finished; otherwise analysts need to introduce countermeasures to mitigate the risk (i.e., by reducing the likelihood of the risk or by alleviating the severity of the risk). Note that analysts must also analyse the side-effects of countermeasures to the initial requirements. The backward analysis was developed to assist analysts in evaluating all possible combinations of countermeasures so that the risk is acceptable. All the modelling and analysis steps are supported with a tool, namely SI* Tool, that has been realised as an Eclipse plug-in.

The Tropos Goal-Risk framework has been used in several national and European projects (e.g., TOCAI, SERENITY, and MASTER) where it is applied to a number of industrial case studies. Moreover, these applications have also demonstrated that the primitives of a GR model are adequate to capture most concepts related to risk and requirement in socio-technical systems. However, the proposed framework

Available at http://sesa.dit.unitn.it/sistar_tool/
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has some open challenges and reveals a number of pitfalls that need to be addressed in the future works. For instance, the GR framework has not addressed the issues related to requirement changes (i.e., driven by the modification of stakeholders’ needs or by some changes in risk factors). In addition, there is no clear-cut steps explaining how to realise the requirements into the further phases of software development (i.e., design, implementation, deployment, maintenance), so that the integrity of the requirements is preserved.

We here have considered risk analysis as part of the requirement analysis, but this does not mean that we do not need to perform risk analysis in later phases of system development also (e.g., design, implementation, and deployment). This is because we might discover new risks or refine identified risks into more precise forms only when we have detailed designs of the system.

10.2 Pros and Cons of the Goal-Risk Framework

Starting with pros, we had positive experiences in communicating GR models to analysts and domain experts. This is an important strength for any requirements analysis technique because it empowers domain experts to understand and critique proposed models [3]. Moreover, the learning process for experts to understand and use a GR model is relatively short (approximately 2-3 months). This is partly due to the familiarity of experts with the concepts of goal and task. In [11], we report on the usage of the GR framework as part of the SI* modelling framework in identifying security and dependability patterns, and in [15] the GR framework was used to evaluate the possible business solutions in manufacturing Small-Medium Enterprises. This point is really significant for the success of a requirement analysis, because it allows the domain experts to understand and criticise directly the requirement model which might differ from their knowledge.

All modelling languages come with several choices of features and constructs. Essentially, i* and SI* are considered as the underlying modelling frameworks for the GR framework. Modelling organisations was a key motivation for the original i*, while SI* aims at modelling security and privacy concerns in organisations. However, the GR framework only include some constructs that are essential for analysing risk and requirement in a socio-technical system (e.g., role, agent, goal, task, resource, dependency, trust), and discard others (e.g., “position”, “occupy”, “monitoring”, “delegation of permission”). We acknowledge that sometimes we stretched the English meaning of the relations but adding more constructs would have decreased the readability of the models and hindered their communication to other stakeholders outside the analysis team.

The GR framework supports risk analysis since the very early phases of software development. Consequently, it reduces the risk of requirements changes, and therefore also the cost of development. Moreover, by capturing the business objects in the “value layer” (e.g., goals, tasks, resources) one can focus on any events that can prevent the attainment of these business objects (e.g., the anti-goals of competitors, the disruptions of business processes, or the unavailability of some resources). However, most existing risk frameworks only focus on risks that obstruct some physical assets required to achieve stakeholders’ goals. However, an event may not be a risk for resources of an actor, but it still might obstruct the corresponding goal. For instance, the goal \textit{increase sales} can be achieved by the means \textit{advertise products} and \textit{discount products}. Let’s assume that both means are undisrupted. However, the event of \textit{new competition} is still considered as a risk to the goal, though it does not disrupt any of the means to achieve the goal. Moreover, the GR framework enables us to assess risks in a multi-actor setting where the impact of risk can affect other actors following the dependency among them [15].

Many risk modelling frameworks only consider risks (i.e., events with negative impact) of the system-
10.3 Future Works

In some situations, we experienced where the GR modelling framework could not depict such situations in particular at an outsourcing scenario or a virtual organisation \[89\] in general. The dependency and the value layer of a GR model is considered to be less expressive comparing how an enterprise is captured in an enterprise engineering field \[40\] \[125\] \[195\]. In a GR model, the relation of how processes or artefacts deliver the value to the actors/organisations is captured by a means-end relation, which is considered too simplistic in an outsourcing scenario. The work in enterprise modelling (e.g., e3value \[208\], PRIDE-EEM \[40\]) captures better how an organisation structures its business and how IT systems supports the...
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business. They specify how some business services are composed, and in the case of outsourcing both organisations (i.e., provider and user) need to agree on some policies that cover quality of service, service licensing, compensation measures, etc. However, we need to keep in mind that adding more constructs might decrease the readability of the model and hinder its communication to the stakeholders. Another significant issue is that the GR framework lacks support in modelling the notion of time that is essential to model events and system behaviours.

Moreover, we are currently investigating some possibilities to deal with the model scalability issue. One possibility is organising a GR model into several layers of detail similar with the idea of level in the Data-Flow Diagram [225]. Another possibility is making a GR model of an organisation is similar to a map of a city. In this way, one can zoom-in to see the details of the model, or zoom-out to see the overview of the model and hide most of the details. Currently, we are still studying the trade-off of each possibility especially in the aspects of the use-cases of the model and the supporting tool.

Often requirements analysis is perceived as time and resource consuming efforts with less value by software projects. This view is understandable due to the fact that often the implementation might differ from what the analysts have been analysed; or often a requirement model is only useful up to the step where we are defining the system design, and afterwards the requirement model can be trashed out. One way to deal with such opinions is to increase the usages of a requirement model during system development. To realise such vision, it is necessary to have a mechanism that makes the transformation from requirements to the design and ultimately to the implementation of the system seamlessly. Moreover, the mechanism is useful to guarantee the integrity of the requirements and also to make sure the requirements can be traced from the implementation or vice versa. In fact, we are currently studying the possible usages of a GR model (and also a SI* model) during runtime. For instance, a GR model can be used to identify WHICH indicators to monitor (i.e., requirements as desired states-of-affairs), and if we can trace the implementation of such requirement, then we can define WHERE to monitor (i.e., the implementations of the requirements). Monitoring during a system operation is essential to guarantee the quality assurance of the system. We believe such works can also be beneficial to specify the management change or the deployment strategy.

Another direction under investigation involves the study of perceived risk in a multi-trust domain and even an outsourcing scenario. However, we believe that this area requires multidisciplinary studies (e.g., psychology, behavioural economic, sociology) and some empirical experiments to obtain reasonable results. In [9], we have identified some basic concepts that are relevant to assess perceived risk.

In this thesis, we have studied how “dependency” (i.e., delegation of execution) and “trust” affect the risk level that is perceived by an actor. We here assume that by depending on another actor, an actor becomes vulnerable to the performance of the other actor. For instance, Alice (director) depends on Bob (field manager) to give the assessment of market condition. In fact, we might assume Alice is at risk when Bob cannot fulfil his task. Such representation allows analysts to assess the availability and reliability of business services in an organisation. However, the GR framework still lacks of support in analysing integrity and confidentiality risks (i.e., other aspects of information security). For instance, Alice gives the permission of signing the purchase order to Charlie. In permission concern, the risk is not originated from the fact that Charlie could not sign the draft, but rather to the fact that how risky such permission is used for other purposes. In fact, giving Charlie permission might put Alice at risk, but often it is necessary otherwise the purchase order could not be processed while Alice is away. To deal with such risks, we need in-depth study of the notion of “entitlement” and “permission”.
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