Identifying Cysteines and Histidines in Transition-Metal-Binding Sites Using Support Vector Machines and Neural Networks
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ABSTRACT Accurate predictions of metal-binding sites in proteins by using sequence as the only source of information can significantly help in the prediction of protein structure and function, genome annotation, and in the experimental determination of protein structure. Here, we introduce a method for identifying histidines and cysteines that participate in binding of several transition metals and iron complexes. The method predicts histidines as being in either of two states (free or metal bound) and cysteines in either of three states (free, metal bound, or in disulfide bridges). The method uses only sequence information by utilizing position-specific evolutionary profiles as well as more global descriptors such as protein length and amino acid composition. Our solution is based on a two-stage machine-learning approach. The first stage consists of a support vector machine trained to locally classify the binding state of single histidines and cysteines. The second stage consists of a bidirectional recurrent neural network trained to refine local predictions by taking into account dependencies among residues within the same protein. A simple finite state automation is employed as a postprocessing in the second stage in order to enforce an even number of disulfide-bonded cysteines. We predict histidines and cysteines in transition-metal-binding sites at 73% precision and 61% recall. We observe significant differences in performance depending on the ligand (histidine or cysteine) and on the metal bound. We also predict cysteines participating in disulfide bridges at 86% precision and 87% recall. Results are compared to those that would be obtained by using expert information as represented by PROSITE motifs and, for disulfide bridges, to state-of-the-art methods. Proteins 2006; 65:000–000. © 2006 Wiley-Liss, Inc.
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INTRODUCTION Metal-Binding Sites in Proteins
A significant fraction (about one third) of all known proteins is believed to bind metal ions as cofactors in their native conformation. Metal ions in proteins perform multiple tasks: they help stabilizing protein structures, induce conformational changes, and assist protein function (e.g., electron transfer, nucleophilic catalysis). Metal-binding sites (MBS) are generally characterized through the ion (or ions) bound, through the protein atomic groups (ligands) directly involved in binding, through their coordination number (overall number of ligands), and geometry (for a detailed analysis of MBS in the Protein Data Bank structures, see Hardinger). Metals with a prominent biological role include alkali (K, Na), alkaline earth (Mg, Ca), and several transition metals in different ionization states, most importantly Mn, Fe, Cu, Zn, and Cd, together with the less abundant Mo and W. Given the set of FDB chains containing MBS, about 66% of them bind transition metals, about 37% bind alkaline earth metals, and only about 6% bind alkali metals. Note that in 10% of the cases, the same chain simultaneously binds metals of different types (e.g., a transition metal and an alkaline earth one). We are not aware of any estimate on a genomic scale. Different metal groups exhibit different modalities of binding. Alkali and alkaline earth metals bind proteins predominantly through electrostatic interactions, while in the case of transition metals, the protein ligands donate an electron pair so as to form coordinate covalent bonds (for this reason, ligands are also commonly referred to as "donors"). As a consequence, alkali metals have generally low binding affinities, while alkaline earth (twice the charge of alkali) and transition metals can interact more strongly with proteins. Most common ligands are

---
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sulfur, nitrogen, and oxygen atoms, including backbone carbonyls (particularly, in binding sites that involve alkali and alkaline earth ions). Additionally, water and other small molecules can complete the metal coordination shell. At the amino acid level, the most common metal-binding residues are CYS, His, ASP, GLU and, more rarely, MET, ASN, GLN, SER, THR, and TYR. Beside the amino acids that participate directly to the chemical bond (first coordination shell), other residues (second and third coordination shells) can be important for structural stabilization of the binding site or for assisting enzymatic activity. Coordination numbers vary considerably throughout the different metals, ranging from a minimum of one to a maximum of about eight. Although most metals have strong preference for a specific coordination number (e.g., six for Ca, four for Zn), they also show a fairly high degree of flexibility (most Ca have from four to seven ligands, most Zn from three to five). The geometry of a binding site results from the optimization of the energetic interactions between ligands and metals and between the ligands themselves. However, even binding sites that share the same metal, coordination number, and ligands can display different geometries due, for example, to a different spacing of the ligands along the protein sequence. Possible geometries include trigonal, tetrahedral, square planar and trigonal pyramidal, trigonal bipyramidal, and octahedral. To make the situation even more intricate, different metals can fit into the same binding site (sometimes inducing a different MBS geometry; see for example Hertweck and Mueller). Throughout this article, we will refer to metal-binding amino acids as "ligands," although the term is generally used to indicate only the atomic groups participating to the covalent bond.

**Need for De Novo Metal-Binding Site Predictions**

A few recurrent metal-binding sequence-motifs have been identified so far and have been used to predict MBS in proteins for which no direct experimental evidence is available. However, these motifs, while producing fairly accurate predictions, can cover only a small fraction of all known MBS (see also the Results section) and clearly cannot predict novel binding sites. Some very well-characterized sites have been used in studies of automated sequence design (that is, using known structure scaffolds) (see Lu et al. for a review) as well as de novo protein design (i.e., designing the scaffold along with the binding site). While these studies have scored amazing successes, attempts to predict MBS on a large (typically genomic) scale, when no known sequence motif or 3D structural template is available, have been to date very limited. This is somewhat surprising, given the fact that a method capable of predicting MBS de novo would be of invaluable help in protein structure and function prediction and in experimental structure determination. In particular, it would be extremely relevant for large-scale initiatives, such as Structural Genomics. The ultimate goal of Structural Genomics is to map the protein sequence space by providing at least one experimental structure for each sequence–structure family. As a result of the target selection strategy, targets pursued by Structural Genomics consortia are often proteins for which little or no prior experimental knowledge is available. In this context, knowing that a target protein binds to a metal can be crucial for determining the conditions under which that protein is to be expressed or purified. At the same time, it can provide important clues about the protein function and allow targeting of specific functional families. Recently, Shi et al. have proposed a method for high-throughput identification of metal-binding proteins by means of X-ray absorption spectroscopy. Although this methodology provides experimental evidence of metal binding in proteins, it cannot identify the actual ligands within the protein. Hence, the approach appears to be complementary to the method that we introduce here.

**A Novel Sequence-Based Method for Prediction of Metal-Binding Sites in Proteins**

Probably, one of the reasons why progress in the development of de novo MBS predictors has been so uncharacteristically (for computational biology) slow is the intrinsic difficulty of the task at hand. MBS appear as very compact units in 3D and can be predicted with good success once the protein 3D structure is known. In contrast, predicting MBS from sequence alone is a much more challenging task. Often, ligands are distributed along the protein sequence with no clearly recognizable spacing rule and the same metal can display a high degree of variability as far as the MBS–ligand composition is concerned. In this work, we made an attempt at reducing the complexity of the problem by selecting a subset of "well-behaved" metals and ligands, as described hereafter. As far as ligands are concerned, alkali and alkaline earth MBS are the most diverse. Because of the fact that binding of these metals often involves main-chain carbonyls, virtually any residue can qualify as a ligand. In contrast, transition metals present a more limited spectrum of binding amino acids, mostly comprising CYS, HIS, ASP, GLU, and MET. Still, ASP, GLU, and MET are rarely found in MBS, when compared to their natural frequency of occurrence in proteins (see Table 1). Following these considerations, we decided to restrict our predictions to (1) transition metal-als, with the addition of heme and Fe/S clusters which are pretty common and bind primarily CYS and HIS (exceptions are, e.g., heme-binding protein catalase that have TYR as a proximal ligand, i.e., the axial ligand to the iron) (2) CYS and HIS ligands. In this way, we attempted to predict only ligands that often have side-chain-specific interactions with the metal (hence, they are likely to be conserved in the course of evolution) and are enriched in their frequency of occurrence in MBS. Clear drawbacks were that we gave up the chance of predicting binding sites for some of the biologically relevant metals, namely alkali and alkaline earth metals. Also, in MBS comprising other ligands (e.g., ASP and GLU) along with HIS and CYS, we were discarding a priori the part of the information about the global architecture of the binding site (see Results for a more detailed discussion about these
TABLE I. Percentage and Fraction of Times a Given Amino Acid Type Binds a Specific Metal Ion (or Complex) in Chains Containing a Binding Site for that Ion*  

<table>
<thead>
<tr>
<th>Metal</th>
<th>CY5</th>
<th>HIS</th>
<th>ASP</th>
<th>GLU</th>
<th>MET</th>
<th>GLN</th>
<th>ASN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>46</td>
<td>24</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Heme</td>
<td>50</td>
<td>34</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fe/S</td>
<td>63</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cu</td>
<td>33</td>
<td>32</td>
<td>12</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cd</td>
<td>62</td>
<td>32</td>
<td>13</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fe</td>
<td>16</td>
<td>18</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ni</td>
<td>2</td>
<td>18</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Any</td>
<td>45</td>
<td>25</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*For example, in proteins containing a Zn binding site (first line of the table), 50% of the CY5 is bound to Zn (according to our ligand definition; see Materials and Methods); this corresponds to 40% of the CY5 residues in these proteins. Note that since the same protein can have more than one metal bound, the overall number of residues in the line "any" (1923 in the case of CY5) is always lower than the sum of the number of residues found in the lines for individual metals. On the other hand, there was only one case in our dataset for which one residue was annotated as bound to 2 metals in the same protein (an ASP residue); as a consequence, the number of residues bound in the line "any" (989 in the case of CY5) is equal to the sum of the number of residues bound found in the lines for individual metals (i.e., except for ASP).

incomplete binding sites). Throughout this work, we made no distinction between mononuclear (one ion) and multinuclear (more than one ion) binding sites and between different ionization states of the same metal. We developed a twostage architecture based on machine-learning techniques predicting HIS as either free or metal-bound and CY5 as free, metal bound, or part of a DB. We introduced the disulfide bond state for CY5 as it presents distinct characteristics with respect to the other two states (free and metal bound) and it is itself very relevant for the structural and functional characterization of a protein. We compared the predictive performance with the results that would be obtained by using expert information as represented by PROSITE motifs.

Related Works

This article substantially extends our previous work which aimed at discriminating between metal-bound and disulfide-bound CY5. By adding the free state, it allows the predictor to be employed without any need for a priori information on CY5 oxidation state. By adding HIS amino acids, it broadens the class of MBs that can be treated. Moreover, it adds a postprocessing stage to single-residue raw predictions, which aims at capturing the non-local nature of MBs and DB (for details, see Materials and Methods). DB prediction has been extensively studied in recent years and a number of successful machine-learning approaches exist. Conversely, little attention has been focused on predicting MBs. The only exception is a recent work which assumes that to know if a protein contains a MBs and mainly focuses on alkaline and alkaline earth metals. We are currently working on a specialized method for zinc-binding proteins which tries to model the linkage between close residues with ad hoc solutions based on classification of nearby residue pairs.

MATERIALS AND METHODS

Protein Data

Protein sequences and structures were collected from the Protein Data Bank. We obtained a sequence-unique subset of 2382 protein chains by running UniqueProt with HSSP value threshold equal to 0 (i.e., no pair of proteins in the dataset has HSSP value > 0). When clustering sequences in the PDB, we first selected as cluster seeds proteins containing DB and/or MBs. This allowed increasing the number of such proteins in our final sequence-unique dataset. CY5 were labeled as being in DB or in free state according to the DSSP program assignment. Interchain bonded CY5 were considered free in order to always have an even number of DB/CY5 within a single chain. In an attempt at reducing noise in the data, we visually inspected protein structures in all cases in which two CY5 were found within a distance of 2.5 Å, but were not labeled by DSSP as being in DB. As a consequence, in 124 cases we overruled the DSSP assignment from free to disulfide binding. A typical example is the human serum transferrin (PDB code 1a5e), where all CY5 are clearly pairwise connected while DSSP labels all of them as free. MBs were detected by calculations performed directly on the protein 3D coordinate files, according to the following procedure. We parsed the files looking for transition metals and transition metal complexes. Any residue having a heavy atom within 3.0 Å of the metal (or complex) was labeled as a ligand (for ligand and metal-specific distance cutoffs see Harding). In heme and Fe/S complexes, residues binding to the porphyrin ring and to the sulfur atoms were also considered as ligands. Chains containing a single metal-binding residue were discarded as outliers. In Table I, we report the list of metals and complexes that we took into consideration, along with the statistics relative to their ligands. As discussed in the Introduction, we focused on biologically relevant transition metals only, further discarding those for which there were too few cases, and limited our predictions to CY5 and HIS, the only amino acids that are reasonably enriched in MBs. In the end, we were left (see Table II) with a total of 2727 chains of which 1722 contained only CY5 and HIS in the free state, 687 had at least one DB.

*The database is available at http://www.dsi.unifi.it/~passe/datasets/mbl065data.txt.gz
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and 365 had at least one MBS (with 47 chains having both a MBS and a DB).

This dataset was used to train a two-stage machine-learning based program, consisting of a local stage implemented with support vector machines (SVM) and a refinement stage consisting of a bidirectional recurrent neural networks (BRNN) plus a finite state automaton (FSA) enforcing an even number of predicted DB CYS in a single chain (interchain DB are ignored). In what follows, we first describe the machine-learning approaches employed and then we discuss the choice of the features that we used as input for their application to the prediction of MBS and DB.

Support Vector Machines

SVM learning23,24 is a mature approach for classification and regression and has been applied to several prediction problems in bioinformatics.25-30 While SVMs have been initially conceived for binary classification, different approaches exist in order to extend them to the multiclass case, either by reducing the problem to a combination of binary subproblems, or by directly defining a multiclass optimization problem (see Hsu and Lin31 for a review). We choose the latter approach in the implementation by Crammer and Singer.32 Several publicly available packages exist for solving the SVM optimization problem and its multiclass counterpart. In all the experiments reported in this article, we used SVMlight33 for binary classification (HIS) and bann34 for multiclass classification (CYS).

Bidirectional Recurrent Neural Networks and Overall Architecture

As explained earlier, the individual SVM predictions are obtained independently for each target CYS and HIS. Although the independence assumption is reasonable for two residues that belong to different proteins (except perhaps when several proteins form a complex and the same metal ion is coordinated by different members of the complex) it is much less likely to hold for some of the residues that belong to the same protein. Metal ions are typically coordinated by several residues, whose binding states become inevitably correlated. In addition, the formation of disulfide bridges is often a global phenomenon associated with whole chains and two behaviors are dominant in the data: either all or no CYS are disulfide bound.35 This again may introduce correlations. In fact, if we know, for example, that one CYS is free, then the probability that another CYS in the same chain is also free would be increased. Ignoring these effects in the model can lead to loss of prediction accuracy. The learning problem in the presence of correlation between instances is often referred to as collective classification36 and has been tackled with some success using probabilistic graphical models. Presently, however, collective classification is not supported by SVM.

In this article, we attempt to recover some of the data correlation by designing a hybrid solution based on the combination of SVM predictions and BRNN. In the work of Passerini and coworkers,37 we experimented specifically on zinc-binding sites with a different technique, where data correlation is partially modeled by formulating the task as the classification of sequence close residue pairs. BRNNs were originally developed for learning temporal dependencies in the context of secondary structure prediction14 and later applied (with some variants) to other tasks such as the localization of disulfide bridges8 and the prediction of signal peptides.38 In the following we briefly review the basic ideas.

In the sequence-learning problem solved by BRNNs, data come in the form of input-output sequence pairs. For the sake of simplicity, we focus on a single pair, omitting integer subscripts that index different training sequences. We denote by z = (z(1), z(t), ..., z(T)) the input sequence and by y = (y(1), y(t), ..., y(T)) the corresponding target output sequence. In the present application, sequences have as many elements as CYS and HIS in the chain being considered. As illustrated in Figure 1, the input z(t) is formed by local predictions from the SVM stage and additional information describing the local environment around the target residue and the environment that separates it from the following CYS or HIS, as detailed in the BRNN input features section. When cascading two learning machines, it is necessary to feed the downstream machine (the BRNN in this case) with the predictions (the bonding state in this case) obtained from the upstream machine (the SVM), rather than using true values. During training, however, feeding the BRNN with the margins calculated by the SVM on the training set data would bring the algorithm in the distribution of BRNN inputs, since the margins are exactly −1 or +1 for all the bound support vectors and these typically form a considerable subset of the training data. The problem can be avoided by training the BRNN on data not in the SVM training set. To achieve this goal and at the same time not waste examples, we split the training set into three folds. The SVM was then trained on two folds and the predicted margins were obtained on the one left out. The operation was then repeated three times and predicted margins from the left out folds were merged together, thus recovering predictions for all examples in the original training set.

The mapping between the input sequence and the output sequence in a BRNN is global in the sense that the predicted output g(t) (actually the predicted output depends on the input sequence x and the position t but we denote it as g(t) to keep notation simple) at every position t = 1, ..., T depends on BRNN inputs z(t) at every other position t = 1, ..., T (Fig. 1). This can be achieved by introducing, for each position t, two real vectors ϕ(t) ∈ R^d and β(t) ∈ R^d called the for-
ward and the backward states, respectively. Intuitively, the forward state at \( t \), \( \varphi(t) \), contains context information about the "past" substring \( z(1), \ldots, z(t) \); similarly, \( \beta(t) \) contains context information about the "future" substring \( z(t), \ldots, z(T) \). These two vectors, together to the local input \( x(t) \), are expected to contain all the information about the sequence that is needed to make a prediction at position \( t \). A standard BRNN can be interpreted as the combination of two discrete-time dynamical systems defined by two recursive nonlinear update equations in which \( \varphi(t) \) explicitly depends on \( \varphi(t-1) \) and \( \beta(t) \) on \( \beta(t+1) \). An output function and the two functions computing \( \varphi(t) \) and \( \beta(t) \) respectively are implemented by three feed forward neural networks with weights shared over time. This allows to have a fixed number of parameters regardless of the size of the input sequences, thus overcoming the limitation to fixed size inputs of standard feed forward neural networks. A softmax function is used to guarantee that \( g(t) \) can be interpreted as (conditional) probabilities that residue at \( t \) is free, disulphide bond, or metal bound (given the input sequence). This propagation scheme is graphically illustrated in the upper part of Figure 1.

Although this scheme does not allow us to model arbitrary correlations between the output targets at any two positions, it may be still useful in the present case, since the bonding state at a given position is calculated not just using inputs for that position but also using inputs that may be separated in sequence and close in the 3D space. In this way, correlations between two outputs that are reflected into correlations between the corresponding inputs may be indirectly captured.

BRNNs are trained as typical neural networks by defining a cost function as the negative log likelihood of the data. In the present case, the data consists of \( N \) proteins, each containing \( T \) CYS and HIS residues (for \( j = 1, \ldots, N \)) whose binding state is known and denoted as \( y_j(t) \), \( t = 1, \ldots, T \). The cost should measure the mismatch between predictions \( g_j(t) \) and corresponding targets \( y_j(t) \). In the case of classification (as in this application), the proper cost function is the crossentropy:

\[
\mathcal{L}(\theta) = - \sum_{j=1}^{N} \sum_{t=1}^{T} y_j(t) \log g_j(t; \theta)
\]

where \( \theta \) is the complete vector of parameters (connection weights) for the network. Gradient descent with early stopping is then used to minimize the cost and at the same time control overfitting.
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Input Features: Bidirectional Recurrent Neural Networks

In the refinement stage (see the BRNN section), we enforced SVM predictions for each target residue with additional features describing the residue and its context (box cont in Fig. 1). Residue features consisted of conservation value, coded using five equally spaced bins as we did for the global descriptor (see previous section), position relative to the sequence length, and a flag indicating the residue type (CYS/HIS). Context features included sequence separation information and SS predictions. For each target residue, we computed the sequence separation to the following target if any and discretized such a value into eight bins (\(1, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0\)). The last bin was also used for terminal target residues (i.e., target residues not followed by any CYS or HIS along the chain). A one-hot encoding of the bins was employed as in previous section. Nine real values were employed to encode predicted SS. The first three values represented predictions for the SS of the target residue, one for each of the three SS classes (helix, strand, coil). The next three values encoded average SS predictions in a window of length five on both sides of the target residue. Finally, three more values represented the prediction of the average SS for the region separating the residue from the following target residue. SS Predictions were obtained using an SVM-BRNN architecture similar to the one described in this paper.

Evaluation Procedure and Performance Measures

The architecture was evaluated using a stratified fivefold crossvalidation procedure. Note that the threefold splitting described in the BRNN section was performed in each round of this fivefold procedure on the corresponding training set. The SS predictor was also retrained on the fivefolds in order to assure full independence of the test set with respect to the training data. Standard performance measures include overall accuracy, which is the fraction of correct predictions over the total number of predictions, and classwise precision and recall. For a given target class C, let true positives (TP) be the number of examples correctly predicted as belonging to C, false positives (FP) the number of examples incorrectly predicted as belonging to C, and false negatives (FN) the number of examples of class C incorrectly assigned to another class. Precision is the number of TP over the total number of examples assigned to the class, that is TP/(TP + FP). Recall (or coverage) is the number of TP over the total number of examples belonging to the class, that is TP/(TP + FN). In the case of binary classification, recall for the positive class is also known as sensitivity or TP rate, while recall for the negative class is known as specificity or true negative rate. The strong imbalance of the data set (see Table I), however, can make accuracy a misleading parameter as it favors predictors biased towards the most populous class. Moreover, for predictors which output continuous values, such as SVM and BRNN, computing accuracy requires fixing a threshold on the output value, in
TABLE III. Confusion Matrices, Recall Precision for Class, and Overall Accuracies for the SVM-BRNN Architecture and the PROSITE-Pattern-Based Predictors

<table>
<thead>
<tr>
<th>Predictor Class</th>
<th>SVM-BRNN</th>
<th>PROSITE patterns</th>
<th>PROSITE motifs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre (%)</td>
<td>Rec (%)</td>
<td>Free</td>
</tr>
<tr>
<td>Free</td>
<td>95</td>
<td>96</td>
<td>17,063</td>
</tr>
<tr>
<td>DB</td>
<td>86</td>
<td>87</td>
<td>384</td>
</tr>
<tr>
<td>MBS</td>
<td>73</td>
<td>61</td>
<td>488</td>
</tr>
<tr>
<td>$Q_1^c$ (%)</td>
<td>92</td>
<td></td>
<td>80</td>
</tr>
<tr>
<td>$Q_2^c$ (%)</td>
<td>4</td>
<td></td>
<td>63</td>
</tr>
</tbody>
</table>

*Confusion matrices have true class on rows, predicted class on columns. $Q_i$ is the fraction of correctly predicted residues. $Q_2$ is the fraction of chains for which all residues are correctly predicted.

order to produce a hard decision. A more informed alternative consists in plotting full curves of the predictor performance when varying the decision threshold. Possible candidates in the case of binary classification are the recall precision curve and the so-called receiver operating characteristic (ROC) curve. The ROC curve plots true-positive rate against false-positive rate, which is computed as one minus the true-negative rate. A single performance measure which is invariant to the decision threshold can be obtained by computing the area under such curves. The area under the ROC curve (AUC) has a number of desirable properties and is becoming increasingly popular as a performance measure. We thus employed AUC for both model selection and final performance measurement. For multiclass outputs, we employed the simple multiclass extension of AUC proposed by Hand and Till. We also plotted recall precision curves in order to visualize the predictor behavior when varying the decision threshold. Whenever a hard decision had to be done, as for confusion matrices and detailed recall values for binding site type and coordination number, we assigned each example to the class achieving the maximum output.

Model Selection

We employed Gaussian kernels for both binary and multiclass SVMs, as they can model complex nonlinear interactions between input features. Model selection thus implied choosing Gaussian width $C$ and regularization parameter, and was conducted in a preliminary phase by running a threefold crossvalidation procedure on the training set of the first fold. We found out that optimal values for hyperparameters were very stable when varying the size of the input window and across different folds. Therefore, we kept them fixed across window sizes and folds ($\gamma = 0.05, C = 0.1$ for binary SVM, $\gamma = 0.05, C = 5$ for multiclass SVM).

PROSITE-Based Predictor

We developed a PROSITE-based predictor in a manner similar to our previous work in order to compare our method to an informed baseline. A PROSITE motif represents a biological significant portion of a protein sequence. It is described by either a pattern, consisting of an annotated regular expression (possibly enriched by rules written in ordinary English), or a profile, that is a table of position-specific amino acid weights and gap costs. We run the program ScanProsite on our dataset searching for motifs listed in the release 19.11 (September 27, 2005) of PROSITE. In a first experiment, we focused on PROSITE patterns only, excluding the highly probable and least informative ones. In this way, we found 467 patterns which covered about 8% of the residues. Note that the coverage we obtained is significantly lower than that reported in our previous work. There are a number of reasons explaining such a difference. First, the highly probable patterns, which we excluded as they did not show performance improvements, would raise the coverage to about 20%. Second, histidine residues and chains without any DB or MBS have far less matches, and were not considered in our previous work. Many patterns (359) were perfectly specific with respect to the class label (free, DB, MBS), but they collectively covered just about 3% of the residues. Almost two thirds of the covered residues matched ambiguous patterns with respect to the class label. For this reason, it would have been difficult to handcraft a prediction rule based on pattern matches. We thus represented each residue by the (possibly empty) bag of its matching motifs and trained a multiclass SVM predictor with the same evaluation and model selection procedure used for the overall architecture (see previous sections). In a second experiment, we applied the same procedure but considered all available PROSITE motifs (i.e., patterns and profiles), obtaining a coverage of about 32% of the residues, with 9% of the residues covered by perfectly specific motifs (with respect to the class label).

RESULTS AND DISCUSSION

Comparison with Baseline PROSITE-Based Predictor

The overall best results were obtained for a window of size $W = 15$, giving a multiclass AUC of $0.959 \pm 0.002$.  
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where the confidence interval is the average standard
error of the Wilcoxon-Mann-Whitney statistic. The multiclass SVM predictors trained on PROSITE matches (see previous section) achieve an AUC of merely 0.608 ± 0.007 and 0.705 ± 0.006 for the pattern only and full motif case respectively, thus proving the significance of our approach. Table II reports confusion matrices and overall accuracies at both residue and protein level for the three predictors. Both BRNN-SVM and PROSITE motifs achieve quite balanced precision recall values, but the second has much lower values, especially for the DB and MBS classes, showing that available motifs are insufficient to be generalized to unseen cases. On the other hand, PROSITE patterns obtain high precision but very low recall for the DB and MBS classes, showing that patterns are very specific but too sparse in order to produce a reasonable coverage of binding sites. If we compare BRNN-SVM and PROSITE patterns at the same level of precision on MBS, we see that at 80% precision, our method gives 56% recall [Fig. 3(a)] versus 19% of the PROSITE-based method.

Comparison with State-of-the-Art DB Predictors

If we restrict ourselves to the binary classification task of discriminating between DB and non-DB CYS, our method achieves state-of-the-art \(24,25\) accuracy at both residue (\(Q_p = 90\%\)) and protein (\(Q_p = 85\%\)) levels. Note, however, that direct comparisons are difficult, since performances were evaluated on different subsets of the PDB.

DB and MBS Recall Precision Curves for CYS and HIS Residues

Figure 3(b) reports recall-precision curves for DB and MBS predictions for the overall best predictor. While DB are much easier to predict with respect to MBS, the latter can still be predicted with 67% precision/recall at the break-even, which is the point in the recall precision curve where the two values coincide. Figure 3(b) (right) reports recall-precision curves for MBS predictions for CYS and HIS separately, showing that the former are far better predicted. This is not particularly surprising as CYS profit from having more positive examples and a better balance between positive and negative in our database (see Table II).

Performance Depends on Metal and Coordination Number

Table IV reports recall values of MBS predictions separately for each metal, ordered by frequency of occurrence. Fe/S and heme clusters are the easiest to predict, while single ions such as Fe, Cd, and Ni can be predicted with reasonable recall when binding CYS, but are extremely difficult to predict when HIS are involved. We further investigated prediction performance as a function of the metal coordination number (Table V). As expected, metals which coordinate with a single residue are virtually always lost (such cases can appear in the dataset if the chain containing them also contains a MBS with higher coordination number), and recall increases with growing coordination number, covering up to 75 and 71% of residues binding tetra- and penta-coordinated metals respectively. It is also interesting to note that there is a significant difference in the recall between "complete" binding sites (i.e., binding sites that did not comprise any other ligand type besides CYS and HIS) and "incomplete" ones (i.e., those including additional ligands that we do not pre-

**TABLE IV.** Recall Values (in %) Divided by Metal and Ordered by Metal Binding Frequency, Both Overall and Separate for CYS and HIS.

<table>
<thead>
<tr>
<th>Metal</th>
<th>CYS + HIS</th>
<th>CYS</th>
<th>HIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>61 (63/687)</td>
<td>76 (338/612)</td>
<td>41 (146/360)</td>
</tr>
<tr>
<td>Heme</td>
<td>79 (190/241)</td>
<td>96 (109/114)</td>
<td>64 (81/127)</td>
</tr>
<tr>
<td>Fe/S</td>
<td>70 (151/215)</td>
<td>71 (145/205)</td>
<td>60 (6/10)</td>
</tr>
<tr>
<td>Cu</td>
<td>41 (50/122)</td>
<td>56 (20/36)</td>
<td>35 (2/5)</td>
</tr>
<tr>
<td>Cd</td>
<td>34 (24/71)</td>
<td>50 (24/48)</td>
<td>0 (0/0)</td>
</tr>
<tr>
<td>Fe</td>
<td>28 (21/74)</td>
<td>69 (11/6)</td>
<td>17 (10/6)</td>
</tr>
<tr>
<td>Ni</td>
<td>25 (4/16)</td>
<td>50 (1/3)</td>
<td>21 (3/14)</td>
</tr>
<tr>
<td>Any</td>
<td>60 (97/1611)</td>
<td>75 (689/903)</td>
<td>41 (276/678)</td>
</tr>
</tbody>
</table>
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TABLE V. Recall Values Divided by Coordination Number of MBS

<table>
<thead>
<tr>
<th>Coordination</th>
<th>All MBS</th>
<th>Complete MBS</th>
<th>Incomplete MBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6 (2/33)</td>
<td>6 (2/33)</td>
<td>0 (0/0)</td>
</tr>
<tr>
<td>2</td>
<td>21 (31/150)</td>
<td>28 (29/104)</td>
<td>4 (2/46)</td>
</tr>
<tr>
<td>3</td>
<td>38 (128/334)</td>
<td>50 (109/216)</td>
<td>16 (19/118)</td>
</tr>
<tr>
<td>4</td>
<td>75 (777/1037)</td>
<td>79 (688/868)</td>
<td>57 (97/171)</td>
</tr>
<tr>
<td>5</td>
<td>71 (24/34)</td>
<td>0 (0/0)</td>
<td>71 (24/34)</td>
</tr>
<tr>
<td>6</td>
<td>63 (17/37)</td>
<td>50 (6/12)</td>
<td>73 (11/15)</td>
</tr>
<tr>
<td>7</td>
<td>45 (5/11)</td>
<td>0 (0/0)</td>
<td>45 (5/11)</td>
</tr>
</tbody>
</table>

*In complete MBS, metals bind CYS/PHIS residues only, while in incomplete MBS, other ligands (e.g., ASP, GLU) are also involved.

dict, such as GLU and ASP). The former are almost always far better predicted than the latter. Note that all penta- and hepta-coordinated metals have incomplete binding sites. In particular, of the 24 correctly predicted residues occurring in penta-coordinated metals, 23 bind metals are coordinated by four CYS/PHIS residues and just one different ligand.

Metalloprotein Predictions

At a protein level, we tested the performance of the method in detecting metalloproteins. Protein level predictions were obtained by choosing the maximal MBS prediction among those of the residues contained in the chain. Figure 4(a) reports the recall precision curve (curve Any) for such a task, showing a behavior very similar to the one obtained at a residue level (Fig. 3(a)). We also investigated detailed behaviors for different metals (Fig. 4(a,b)). For each metal, positive examples are proteins containing at least one MBS for that metal, and negative examples are non metalloproteins. Fe/S-binding proteins are the easiest to predict, followed by Zn proteins and heme-binding ones (Fig. 4(b)). Proteins binding other metals (Fig. 4(a)) are much harder to predict, and the scarcity of examples for such MBS (see Table IV) can partially explain this result. Cu proteins are best predicted with high recall, while Fe proteins are best predicted with high precision. Note that the recall precision curve for generic metalloprotein prediction (Fig. 4(a), curve Any) is mainly influenced by Fe/S, Zn, and heme performance (Fig. 4(b)), as they constitute the vast majority of available MBS (see Table IV).

Generalization Over Metals

We further tested the ability of the method to generalize over metals, that is, to predict MBS for metals it had not been trained on. We think this may provide some interesting insight on the structural relationship between different MBS. For this purpose, we employed a leave-one-metal-out procedure that consisted in dividing the cofactors by metal, and for each of them, training the architecture on all the remaining metals, and testing it on the left out metal. Each test set was limited to proteins containing at least one MBS for the left out metal, thus omitting nonmetal proteins in order to focus on performance for the metal under consideration. In Figure 5(a), we report curves for the different metals. We merged Fe MBS with Fe/S ones, and omitted Ni as there were too few examples to make a significant comparison. In Fig. 5(b–f), we compare leave-one-metal-out results to those obtained when not excluding the metal from the training set. While it is clear that the method is able to generalize over metals, the performance strongly depends on the metal. Heme-binding site predictions are almost unaffected by removing explicit examples from the training set; Zn and Fe seem also quite generic, while Cu and especially Cd suffer more for missing explicit training data. The different behavior of Cu and Zn is a little surprising, since these two metals have been shown in some cases to bind to the same binding sites (though with different affinities, see Goto et al.75) However, only 29 Cu-binding chains were available, and their results are thus less reliable. It is interesting to note that the poor performance in Cd prediction is mainly due to the confusion with DB, as more than half of FN are actually predicted as DB.
ARCHITECTURE AND FEATURE RELEVANCE

The local SVM stage alone obtained an AUC of 0.955 ± 0.003, which is within the standard error of the full architecture AUC (0.959 ± 0.002). However, by plotting recall precision curves for the two stages [Fig. 6(a,b)], we see that while the BRNN refinement only slightly improves over the local curve for DB predictions, it strongly improves MBS ones [Fig. 6(a)], especially for CYS ligands [Fig. 6(b)]. The behavior on DB predictions can be partially explained by
CYS AND HIS METAL BONDING STATE PREDICTION

Fig. 6. Recall precision curves for the full SVM-BRNN architecture compared to the ones for the SVM stage alone. (a) DB and MBS predictions. (b) MBS predictions for CYS and HIS residues separately.

observing that all CYS residues within a given protein tend to have a common behavior with respect to disulfide bonding state, due to the folding environment[3,20] (in the dataset used for the experiments, we had 526 chains with all CYS disulfide bound, 1521 with none, and only 161 chains with both disulfide bonded and non-disulfide bonded CYS). Protein-wise information is in fact already provided to the SVM stage in the form of global descriptors (see the SVM section). Such global descriptors are actually quite important features for the SVM predictor, as removing them results in a significant loss in performance (0.918 ± 0.004 AUC). The importance of global descriptors for disulfide bonding state prediction had already been noted in previous works.[5,6] Regarding BRNN features, conservation weight and sequence separation information provided only slight improvements to the network, while SS predictions were more effective in driving up performance of the refinement stage.

CONCLUSIONS

We presented a novel method based on a two-stage machine-learning approach for the identification of histidines and cysteines participating in protein MBS or (for cysteines only) in disulfide bridges. In the first stage, a SVM predicts the state of individual histidines and cysteines using local information and a protein descriptor, while in the second, a BRNN models the correlations between histidines and cysteines found within the same protein chain (i.e. potentially belonging to the same MBS). For prediction, we considered several transition metals, plus heme and iron/sulfur clusters. Our predictor reached 0.950 overall AUC, with 73% precision and 61% recall on MBS, and 86% precision and 87% recall on disulfide bridges, achieving state-of-the-art results in the task of discriminating between disulfide bonded and non-disulfide bonded cysteines. Cysteine state was generally better predicted than histidine state and differences in performance were also observed among the different metals and complexes, with zinc, heme, and iron/sulfur clusters showing the highest accuracy. We believe that our approach can have an impact on protein function and structure prediction, particularly if combined with newly developed high-throughput experimental techniques for identifying metal-binding proteins.[14]
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