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Abstract. We introduce hierarchical kFOIL as a simple extension of
the multitask kFOIL learning algorithm. The algorithm first learns a
core logic representation common to all tasks, and then refines it by
specialization on a per-task basis. The approach is applied to a HIV
resistance mutation dataset in order to learn models of drug resistance
for mutants. Experimental results show the advantage of the proposed
algorithm over both single and multi task alternatives, and its potential
usefulness in providing explanatory features for the domain.

1 Introduction

Multitask learning [1] deals with the problem of exploiting information on re-
lated tasks in order to improve predictive performances. Existing approaches
rely on some type of parameter sharing among tasks, like learning a common
hidden layer representation in multitask feed-forward neural networks [1], em-
ploying common priors for task dependent parameters in hierarchical Bayesian
models [2], or both [3]. Most existing approaches assume that task models can
be represented as parameter vectors over which to define prior distributions. In a
full relational setting, either domain knowledge allows to explicitly encode rela-
tionships between tasks, or one needs to resort to multitask relational structure
learning, and specifying priors over task-dependent structures is quite challeng-
ing. A notable example in this direction is the recent work by Deshpande et
al [4] for learning multitask probabilistic planning rules from a common set of
rule prototypes. Taking a discriminative viewpoint, kFOIL [5] greedily learns a
relational kernel representation with high discriminant power for a certain task.
The algorithm was recently [6] extended to deal with multitask problems by
learning a shared relational representation which is discriminative for multiple
tasks simultaneously. However, learning a single common representation prevents
the model from discovering task-specific features, a problem affecting multitask
neural networks as well, and can be largely suboptimal if tasks relatedness is not
high [7]. We propose here a simple extension where the common representation
is viewed as an initial structure which is further specialized on a per-task basis.



This simple approach can be generalized to a deeper hierarchical process of re-
finements whenever a hierarchical clustering of the tasks is available or can be
learned from data.

We applied our hierarchical kFOIL algorithm to a dataset of HIV resistance
mutations [8]. The dataset reports wild type and mutations of reverse transcrip-
tase, a viral protein which is essential for the success of the viral propagation.
A mutation can confer the mutant resistance to one or more drugs, for instance
by modifying their target site on the protein. Due to the high mutation rate of
viruses, mutants typically have multiple mutations, ranging from 6 to 90 on this
dataset. A possible problem in this setting is predicting to which drugs a certain
mutant is resistant to. This can be naturally addressed as a multitask learning
problem, where each drug is a single task. However, the relationship between
tasks is not necessarily strong as different drugs can target different sites in the
protein. Indeed, plain multitask learning will sometimes result in a performance
worsening with respect to single task in this setting, especially because drugs
are already grouped into classes in the processed data [8]. On the other hand,
our hierarchical refinement approach succeeds in combining the advantages of
the two methods, being always at least as good as the better of them and often
significantly better than at least one. Nonetheless, our main concern here is not
the predictive performance itself, but rather the ability of the method to provide
insights into the reasons for a certain resistance. From this viewpoint, multitask
and hierarchical approaches have an additional advantage: the models learned
can be inspected in order to distinguish between general features increasing the
overall resistance of the mutant and drug-specific ones.

The rest of the paper is organized as follows: Section 2 briefly describes the
original kFOIL formulation and its multitask version; section 3 introduces our
extension for hierarchical multitask learning; section 4 describes the HIV dataset
and the relational representation employed, while section 5 reports our experi-
mental evaluation and discusses the models obtained. Conclusions are drawn in
section 6.

2 kFOIL

kFOIL [5] is a statistical relational learner developed by adapting the FOIL [9]
learning algorithm. It greedily learns a set of clauses in a general-to-specific
fashion, where clauses are constructed one at a time starting with the empty
one and refining it guided by a certain scoring measure. Instead of learning
a logic program covering positive and not negative instances, kFOIL learns a
logic kernel to be used within a kernel machine learning algorithm. The set
of learned clauses defines a feature space representation for examples and a
statistical learning algorithm is trained with such representation.

Figure 1 shows a sample of learned logic rules together to their feature space
representation ¢ and kernel value k for two mutants from the HIV resistance
mutation database. Each mutant is mapped into a vector with one entry for
each clause, evaluating to one if the clause fires on the example (i.e. the clause
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Fig. 1. Example of logic kernel for the HIV resistance mutation database. An alignment
between the wildtype and two mutants is reported, with colors highlighting positions
which jointly satisfy the corresponding clause. The resulting feature space representa-
tion and mutants similarity for a linear kernel are reported in the lower right part.

and the background knowledge logically entail it) and zero otherwise. A linear
kernel in this representation amounts at counting the number of rules firing on
both examples. For details on the logic representation employed see Section 4.1.

Algorithm 1 kFOIL algorithm.
1: procedure KFOIL(Hy, D, B)

2 Initialize H «— Hy

3 repeat

4 Initialize ¢ := p(X1, -+, Xn) «
5: repeat
6.
7
8
9

¢ 1= argmax, ¢, S(HU{c'},D,B)
until stopping criterion
H := HU/{c}
until stopping criterion
10: return H
11: end procedure

The search procedure is sketched in Algorithm 1, where D is the training set,
B the available background knowledge, p/n the target predicate, p(c) a proper
refinement operator, and S the scoring function measuring quality of candidate
clauses. The input hypothesis Hy is the empty set in the standard algorithm, but
it will be a partial model when the procedure will be used in the refined version of
the algorithm as detailed later on. Several scoring functions have been employed
to guide the search, including 0-1 loss and area under the ROC curve. Both
measures require that the statistical learner is trained for each candidate clause
and its performance on the training set are reported. An efficient alternative
consists in using kernel target alignment (KTA) [10], defined as:
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Algorithm 2 Hierarchical kFOIL algorithm.
1: procedure HIERARCHICALKFOIL({Dy, ..., Dy}, B)
2 Initialize Hy «+ KFOIL(0,{D1,...,Dk},B) > compute initial representation
3 for all D; € {D1,...,Dy} do
4: H; — kFOILREFINE(Ho, D;, B) > compute task-dependent refinements
5
6
7

end for
return {Hy,..., H,}
end procedure

where y € {—1,1}™ is the target vector for m examples, 7 is the transpose of y,
and the Frobenius product is defined as (M, N)p = Zij M;; N;;. Intuitively, the
alignment measures how the kernel adheres to a “perfect” kernel, scoring one and
minus one for examples belonging to the same and different classes respectively,
and is thus an indication of the performance a kernel machine can reach using
it.

kFOIL was recently adapted [6] to deal with multitask learning in a rather
straightforward manner: the algorithm learns a common representation for all
tasks, using a scoring measure which accounts for the usefulness of the clause
on the different tasks, for instance by simply taking the average of the task-
dependent scores.

3 Hierarchical kFOIL

Learning a representation which is common to multiple related tasks is a way
to reduce the risk of overfitting the data [2]. However, it prevents the algorithm
to learn specific task-dependent features, which can be harmful for some of the
other tasks. Furthermore, it assumes a high relatedness among tasks, and perfor-
mances can be badly affected when relatedness is not that high. In this work we
propose a simple extension to the multitask kFOIL learning algorithm dealing
with this problem. A hierarchical approach to multitask learning is taken: the
algorithm first learns a representation which is common to all tasks by using
plain kFOIL; then such initial representation is refined separately for each task,
leading to task-dependent final representations obtained as extensions of a com-
mon core. Algorithm 2 shows the resulting hierarchical kFOIL learning system,
where {D,..., Dy} are the datasets for the k different tasks. For simplicity we
assumed a common background knowledge B, but it is straightforward to replace
it with task-specific background knowledges, as well as a task-specific language
bias defining the clause refinement operator p.

The refinement stage is described in Algorithm 3. It is made of two steps: a
clause refinement one where each clause from the initial representation is further
refined guided by the task-specific score; a clause addition one where the model
from the previous step is enlarged by creating novel clauses using the plain
kFOIL procedure.

A detailed analysis of computational complexity for both single task and
multitask kFOIL is reported in [6], showing the increase in efficiency of the



Algorithm 3 kFOIL refinement algorithm.
1: procedure KFOILREFINE(Ho, D, B)

2 Initialize H «— Hy

3 for all c € Hy do > refinement of existing clauses
4 H— H\{c}

5: repeat
6.
7

8

9

¢ argmax, ¢,y S(H U {c'}, D, B)
until stopping criterion
H — HU{c}
end for
10: H — kFOIL(H, D, B) > search for novel clauses
11: return H
12: end procedure

latter especially when KTA scoring is employed. The additional complexity of
the refinement stage depends on the number of single-task clauses added: the
more related the tasks are, the more the multitask clauses will already explain
them and the refinement size will be limited. We postpone a deeper comparison
to an extended version of the paper.

The hierarchical kFOIL algorithm can be easily generalized to multiple levels
of refinements, whenever tasks can be naturally aggregated into a hierarchical
clustering structure. When the existence of a clustering can be guessed but
its structure is unknown, the approach can be combined with a task-clustering
algorithm as suggested by Thrun and O’Sullivan [11].

4 The HIV Resistance Mutation Dataset

We applied the hierarchical kFOIL algorithm to a dataset of mutations from
the Los Alamos National Laboratories (LANL) HIV resistance database®. The
dataset was derived in [8] and is composed of 2,339 mutants of the HIV reverse
transcriptase (RT). RT is a DNA polymerase enzyme that transcribes RNA into
DNA, allowing it to be integrated into the genome of the host cell and replicated
along with it, and is thus crucial for virus propagation. Viruses typically have a
very high mutation rate, and mutants in the dataset have a number of mutations
ranging from 6 to 90 each, with an average of 32. These characteristics make the
HIV RT mutant dataset suitable for the prediction of mutant resistance as in
[12]. Some of the observed mutations confer resistance to one or more drugs or
drug classes. Richter et al. [8] formulated the learning problem as a mining task
and applied a relational association rule miner to derive rules relating different
mutations and their resistance properties. We take a slightly different approach
here and provide supervision at the mutant rather than mutation level. A mutant
is considered resistant to a drug if it contains at least one observed resistance
mutation to that drug. We selected the three classes of drugs: (a) NonNucleo-
side RT Inhibitors (NNRTI); (b) NonCompetitive RT inhibitors (NCRTI); (c)

3 http://www.hiv.lanl.gov/content /sequence/RESDB/



Pyrophosphate Analogue RT Inhibitors (PARTI). In the dataset 1081 mutants
are labelled as resistant to NNRTI, 75 to NCRTI and 53 to PARTI. We ignored
other inhibitors like the Nucleoside RT Inhibitors (NRTT) since all mutants had
at least one mutation conferring resistence to them.

4.1 Background Knowledge

We built a relational knowledge base for the domain at hand. Table 1 summarizes
the predicates we included as a background knowledge. We represented the amino
acids of the wild type with their positions in the primary sequence (aa/2) and the
specific mutations characterizing them (mut/4). Target predicates were encoded
as resistance of the mutant to a certain drug (res_against/2).

Background Knowledge Predicates

aa(Pos,AA). indicates a residue in the wild type se-
quence
mut (Mutant,AA,Pos,AAl). indicates a mutation: mutant identifier, po-

sition and amino acids involved, before and
after the substitution

res_against (Mutant,Drug) . indicates whether a mutant is resistant to
a certain drug

color(Color,AA). indicates the type of a natural amino acid

same_type(R1,R2) indicates whether two residues are of the
same type

same_type_mut (Mutant, Pos) indicates a mutation to a residue from the
same type

different_type mut (Mutant, Pos) indicates a mutation changing the type of
residue

correlated_mut (Mutant, Posl, Pos2) indicates whether two mutations are corre-
lated (see the text for the details)

Table 1. Summary of the background knowledge facts and rules.

Additional background knowledge was included in order to highlight charac-
teristics of residues and relationships between mutations:

color/2 indicates the type of the natural amino acids according to the coloring
proposed in [13]. For example the magenta class includes basic amino acids
as lysine and arginine while the blue class includes acidic amino acids as
aspartic and glutamic acids.

same_type/2 indicates whether two residues belong to the same type, ie. a
change from one residue to the other conserves the type of the aminoacid.

same_type_mut/2 indicates that a residue substitution at a certain position does
not modify the aminoacid type with respect to the wild type. For example
mutation d123e conserves the aminoacid type while mutation d123a does
not (i.e. different_type mut/2 holds for it).

correlated mut/3 states that two mutations are correlated. We considered two
mutations in different positions along the primary sequence to be correlated,



when they compensate reciprocally for the substitutions of the amino acids.
This predicate captures simple cases like the two mutations d123a and a321d,
and more complex correlations in which the changes involve not exactly the
same residue but residues of the same type, like d123a and a32le or d123a
and v321e.

5 Experimental Evaluation

We evaluated our hierarchical kFOIL algorithm on the multitask RT mutant
resistance problem, with three tasks corresponding to the three drug classes (see
Section 4). We compared the results with the two alternatives of: 1) considering
three separate single task learning problems 2) considering a single common
multitask learning problem with no per-task refinement.

5.1 Experimental Setting

We performed a 3-fold stratified cross-validation to ensure a good balancing be-
tween positive and negative examples for each learning task. In the experiments
the KTA (see Equation 1) has been used as scoring function for guiding the search
of the kFOIL algorithm, as it is more efficient even if less effective [6] in general
than measures based on a trained kernel machine. A simple linear kernel was em-
ployed in order to maximize the understandability of the learned models. Note
that we are not interested in pushing the performance of the learning algorithm
by fine tuning its parameters but rather comparing the respective advantages
of the different approaches and evaluate their explanatory power. We employed
area under the ROC curve (AUCgro¢) and area under the recall /precision curve
(AUCRp) as measures of performance in all experiments.

5.2 Experimental Results

We experimented with two variants of the language bias guiding the learner, by
varying the constraints on the use of the mut/4 predicate. In the first variant (V1)
the learner can extend a clause by using the predicate mut/4 with the position
variable already instantiated, and thus scoring it according to the mutants that
have a mutation in that position. In the second variant (V2), in the predicate
mut/4 the position variable is not instantiated while the variable corresponding to
the mutated form of the residue is instantiated instead. In the first case the search
space of the learner will contain predicates like mut (Mutant ,Rold,123,Rnew) with
a specific position instantiated, while in the second case it will contain predicates
like mut (Mutant,Rold,Position,k) where k indicates a change resulting in a ly-
sine. The rationale for considering the two variants is that the former will tend to
learn more specific clauses involving relationships between pointwise mutations,
as for the association rules discovered in [8]. Conversely, the latter variant will be
biased to learn possibly suboptimal but more general and hopefully more inter-
esting mutation rules, trying to discover higher level patterns relating different
mutations.



Table 2 reports the results of the two variants V1 and V2. Different be-
haviours can be detected for different drug classes. Overall, multitask learning
achieves comparable results with respect to a standard single task approach in
both variants, being twice significantly better and once significantly worse than
the alternative. The result suggests that for this dataset we are not always able
to take a real advantage from the multitask learning approach, possibly because
classes of drugs can be quite unrelated by targeting different binding sites. We
conjecture that a different behaviour could be expected when considering as re-
lated tasks specific drugs belonging to the same class. By adding a refinement
stage on a per-task basis, we succeed in improving the results with respect to
both single task and multitask approaches. Hierarchical kFOIL is never signif-
icantly worse than any of the two alternatives, while being significantly better
than at least one of them in five out of six cases. We are currently investigating
the usefulness of a deeper hierarchical structure obtained by further splitting
drug classes into specific drugs.

Classes NNRTI NCRTI PARTI
CV Exp |AUCgroc AUCRrp|AUCRroc AUCRp|AUCRoc AUCRrp
single task 0.950 0.97 0.95 0.93 0.81 0.38
V1 | multitask 0.77 0.82 0.99 0.84 0.95e 0.62
hierarchical 0.960 0.97 0.99¢ 0.92 0.98e 0.70
single task 0.68 0.72 0.88 0.79 0.65 0.41
V2 | multitask 0.66 0.71 0.86 0.57 0.84e 0.64
hierarchical 0.71ce 0.76 0.88 0.70 0.90e 0.57

Table 2. Summary of the cross-validation experiments (kta scoring). Statistical tests
for the significance of the differences in AUCroc where computed for the meth-
ods within each language bias variant using the two-tailed Hanley-McNeil test [14]
(p=0.05). A bullet (o) indicates that the method is significantly better than the single
task approach, while a circle (o) indicates a significant improvement over the multitask
one. All other differences in AUCRroc are not statistically significant.

Concerning the language bias variants, we can observe from Table 2 that as
expected the instantiation of a specific position (V1) gives better results with
respect to searching more general rules (V2). The models generated in the V1
case closely reflect the specific mutations and the fact that mutants resistant to
the same drug share mutations located in the same positions along the primary
sequence. These positions could be located in the protein binding site or its
vicinity, but drug resistance could also be conferred more indirectly by other
conformational modifications.

For example the clause mut(A,g,196,B),color(blue,B) belongs to the model
learned for variant V1 in the multitask learning setting and was found in all
folds. The clause states that a mutation in position 196 changing a glycine into
an acidic residue (aspartic or glutamic acid) can be important for a mutant to
develop resistance to the three kinds of drugs analysed. This could provide hints
for understanding how the binding works and is affected by the surrounding
residues. Moreover it underlines the potential of the approach also in other con-



texts: for example to gain insights on the wild type protein function and on its
active site starting from its mutants usually obtained by random mutagenesis.
We are currently pursuing such a research direction on an amidase. When in-
specting the models resulting from the single task refinement we found that for
the NNRTTI task the up mentioned clause is not extended, while for the NCRTI
and the PARTI tasks the clause is extended with other mutations. This could
suggest the fact that in those cases the drug-specific resistance results from the
combination with one or two other mutations.

kFOIL successfully identified a known correlation between the mutations at
positions 215 and 41, which was previously observed to be related to resistance
to NNRTT [15].

Some mutations, like the mutation of the asparagine in position 348, appear
in multitask model and in all the single task models (in all the folds) with the
addition of at most one correlated mutation. This seems to suggest the fact
that such mutation is important for the mutant resistance to the three drug
classes. Interestingly the refined model further enriches the corresponding clause
by correlating the mutation with up to three other mutations.

The learned models in the variant V2 contain clauses like

mut(A,B,C,w) ,mut(A,D,E,i),mut(A,F,G,1) ,mut(A,H,I,d),mut(A,J,K,a)
or

mut (A,B,C,g) ,position(C,135) ,mut(A,D,E,m),
correlated_mut(A,E,F) ,position(F,138)

which combine quite large set of mutations, with the latter clause including an
explicitly correlated pairs of mutations. As a further example the refined model
on the PARTI task suggests, in all folds, the clause:

mut (A,B,C,w) ,different_type_mut(A,C)

which highlights a mutation into a tryptophan completely changing the type of
aminoacid in the mutated position. Note that the need for multiple mutations in
order to induce a change in the phenotype has recently found confirmation [16]
in experimental studies on molecular phenotypes. A suggested interpretation [16]
states that “neutral mutations prepare the ground for later evolutionary adapta-
tion”. While this is far from being a confirmation for the specific patterns found
by our algorithm, the obvious limitation of learning techniques focusing on single
point mutations alone is an additional stimulus for this research direction.

6 Conclusions

We developed hierarchical KFOIL as a simple extension of the multitask kFOIL
learning algorithm. The algorithm addresses the limitations of learning a single
relational structure for multiple tasks, by taking a hierarchical approach and
successively refining a common model on a per-task basis. We applied the al-
gorithm to a dataset of HIV resistance mutations, showing its advantage over
both single and multi task alternatives. We stress here that a major advantage



of the adopted strategy is the ability to provide explanations for the learned
models which are themselves hierarchical: a subset of relational features relevant
to all tasks can be identified together with more specific task-dependent ones.
The approach can be generalized to deeper levels of task structure relying on
hierarchical task clustering.
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