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Abstract—Indoor localization and tracking of moving human targets is a task of recognized importance and difficulty. In this paper we describe a position measurement technique based on the fusion of various sensor data collected using a wearable embedded platform. Since the accumulated measurement uncertainty affecting inertial data (especially due to the onboard accelerometer) usually make the measured position values drift away quickly, a heuristic approach is used to keep velocity estimation uncertainty in the order of a few percent. As a result, unlike other solutions proposed in the literature, localization accuracy is good when the wearable platform is worn at the waist. Unbounded uncertainty growth is prevented by injecting the position values collected at a very low rate from the nodes of an external fixed infrastructure (e.g., based on cameras) into an extended Kalman filter. If the adjustment rate is in the order of several seconds and if such corrections are performed only when the user is detected to be in movement, the infrastructure remains idle most of the time with evident benefits in terms of scalability. In fact, multiple platforms could work simultaneously in the same environment without saturating the communication channels.
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I. INTRODUCTION

People localization and, above all, tracking in indoor environments are notoriously challenging for various reasons [1]. First, the position accuracy requirements are generally stricter. Second, indoor environments are usually crowded and cluttered with other objects and obstacles, which hamper distance measurements. Finally, in many applications position tracking systems have to be noninvasive, i.e. small and wearable [2]. In addition, while in a positioning system just the location of a target in a certain area has to be determined sporadically or on demand, object tracking requires to measure position continuously and possibly in real-time. In the last years, many different solutions have been proposed for indoor localization and tracking, but all of them suffer from important limitations. According to [3] none of the existing technologies can assure high-performance and low cost, although a well blended combination thereof can be a key factor of success. Moreover, the definition of the system performance as a baseline for a clear comparison among the different systems is very difficult and radically depends on users needs, preference and convenience. For example, in [4] five performance metrics are defined (i.e., accuracy, precision, complexity, robustness and cost). The authors of [3] add to this set of metrics also security and privacy, user preference and availability. Moreover, in the case of tracking, real-time responsiveness and scalability (when multiple potential targets are in the same environment) are also of crucial importance for performance. The most accurate techniques for distance measurement and positioning are based on laser ultrasonic sensors [5], infrared (IR) sensors [6], rangefinders [7], video cameras [8] or a combination thereof [9], [10]. The approach based on the measurement of the Time-of-Flight (ToF) of ultrasonic signals can be very accurate (i.e. in the order of some cm) when a single target is considered [11], [12], but it is sensitive to the potential interference caused by other ultrasonic generators in the same area and often it is too power-hungry for wearable applications.

IR technology is used in the Active Badge system [13] (which has a room-level accuracy) and in the Firefly project [14] that can reach sub–centimeter accuracy, but it is very expensive. The indoor global positioning system (iGPS) relies on triangulation of signals generated by infrared emitters and guarantees a relatively high accuracy (in the order of some cm) [15], [16]. However, it is very sensitive to external light and to line–of–sight (LOS) problems (which, instead, are very common in indoor environments).

The vision-based solutions are good for accurate indoor localization (they can estimate position with uncertainty in the order of a few cm) and they are quite omnidirectional [8], [17]. However, they are often sensitive to environmental light conditions and they are not scalable because of the computational workload incurred when several targets have to be tracked at the same time. Moreover, like the other optical-based techniques, also the solutions based on cameras can operate only in line-of-sight (LOS) conditions, which makes them impractical in applications where object tracking should rely on wearable devices.

One of the cheapest and simplest methods for localization and tracking is based on the measurement of the received radio signal power. In fact, the distance between a mobile
device (e.g., worn by the user) and one or multiple anchor points can be estimated by inverting the relation between the received radio signal strength (RSS) and the distance from the transmitter, once the transmission power is known [18]. This approach relies on the RSS indicator integrated in most radio chips [19], and is very popular in the wireless sensor networks (WSN) community [20], [21]. However, this technique is also strongly influenced by channel fading, multipath propagation, obstacles, and other non-stationary interferences [22], [23]. Performances can be improved (till reaching a standard uncertainty in the order of about 1 m), if RSS data are combined with the ToF values of exchanged radio messages [24]. Unfortunately, the ToF data can be subject to large random fluctuations. Such fluctuations can be effectively reduced either through long averages over large data sets (at the cost of some delay) [25], or through low-level message timestamping (e.g., at the physical layer), possibly using special communication schemes such as ultra-wideband (UWB) pulses [26], [27], or chirp spread spectrum (CSS) signals [28], [29]. In this way, accuracies in the order of tens of cm or less, can be achieved. Nonetheless, the problem of handling the perturbations introduced by multiple objects in the environment still remains. Localization based on the acquisition of signals from Global Navigation Satellite Systems (GNSS) is not possible without Assisted Global Positioning Systems (AGPS) [30], [31]. This approach generally assures just a rough localization in indoor environments (i.e. at the room level), due to the large attenuation of walls and roofs. An interesting alternative is offered by the Locata technology, which relies on a network of terrestrial and time-synchronized pseudolite transceivers (which can be used in connection or not with GNSS) [32]. This solution is similar to GPS in its general idea, but it works on a local scale, using the pseudolite transceivers. In particular, due to the high transmission power, positioning and tracking accuracy of tens of centimeters can be reached indoors [33]. This system is frequently used for structural monitoring [34] or aviation [35]. However, the antenna of the moving device is usually bulky and the receiver is quite power consuming, so it is not very suitable for wearable applications. In conclusion, the qualitative analysis reported above confirms that indoor object tracking, at a low cost, with good accuracy and robustness in presence of obstacles and other possible users is still an open issue. It is opinion of the authors of this paper that this problem can be solved only with careful trade-offs at the design level, e.g., using wearable devices able to reconstruct their own position autonomously, with no or a little support from external infrastructures. A common approach of this type, especially in mobile robotics [36], is based on inertial platforms. Unfortunately, it is well known that the dynamic of a biped is much more complex than the dynamic of a wheeled vehicle. Therefore, when the inertial platform is worn by a human the unbounded uncertainty growth due to the accumulation of accelerometer and gyroscope noises is larger and less predictable than in vehicles, since it strongly depends on the specific features of human locomotion. In the rest of this paper, at first, in Section II, an overview of the most known solutions based on inertial platforms for human target localization and tracking are shortly summarized. Also, the main advantages of the proposed solution compared with other platforms are emphasized. In Section III the theoretical background underlying the proposed algorithm is described, starting from the basic idea presented in [37]. Section IV provides a presentation of the developed wearable platform and the chosen experimental setup. Finally, in Section V several results collected on the field are reported and commented. Section VI concludes the paper.

II. INERTIAL SYSTEMS FOR INDOOR NAVIGATION

An inertial platform, sometimes referred to also as an inertial navigation system (INS) or inertial measurement unit (IMU), consists of multiple sensors (particularly gyroscopes, accelerometers and compasses) and it can be used to measure the distance covered by a moving object in a given reference frame. As known, an INS is ideally autonomous, as it does not require any external intervention. However, purely inertial solutions for localization are affected by unavoidable position uncertainty growth [38], [39]. In outdoor vehicles such as land crafts, aircrafts and ships, position can be estimated by combining inertial sensor data with GPS coordinates. A well-known example is the so-called dead-reckoning, a technique whereby automotive navigators can compensate for the absence of satellite information by using accelerometers or encoders on the wheels. A similar approach has been extended also to personal navigation systems [40], but it can be hardly used indoors. Moreover, the acceleration profile of a walking pedestrian is radically different from that of a vehicle, the latter being generally smoother and more regular. In addition, the estimation of the tangential acceleration component along the trajectory is much noisier, since it depends on the platform attitude that can change over time in three dimensions. Some researchers tried to tackle this problem by means of an external wireless infrastructure, e.g., through radio beacons [41], or by combining multiple techniques using a Bayesian recursive estimation algorithm [42]. In [43] the authors suggest that the position error drift can be avoided if the inertial platform is fastened to one shoe. Indeed, feet stop briefly on the ground in between steps. During these short breaks, the actual instantaneous foot velocity is zero. Therefore, a technique typically known as Zero Velocity Update (ZUPT) can be used to correct possible residual velocity errors anytime a step is detected. Two variants of the same basic idea are described in [44] and in [45]. In both cases, uncertainty is in the order of a fraction of percent of the total walking distance. The main drawback of this method is that it is not always possible or comfortable to wear an electronic device on one foot (e.g., when disabled or elderly people have some debilitation problem). Also, it looks more suitable for outdoor pedestrian tracking than for indoor navigation. In order to overcome these limitations, the platform described in this paper is conceived to be worn on the trunk (e.g., on a belt around the waist), since the trunk is considered as the best frame to account for the nonholonomic nature of human locomotion [46]. In order to avoid unbounded uncertainty growth, the coordinates measured periodically by an external infrastructure (e.g., based on radio anchor points [45], smart
cameras [47], or microphones [48], [49]) are used to adjust the position estimated by the platform at a very low rate (in the order of several seconds).

The proposed approach results from the evolution of the solution preliminarily presented in [37]. In fact, both accuracy and precision of that implementation were strongly affected by user velocity estimation drift. This problem was tackled by updating the user position from the external infrastructure quite frequently (i.e. every 1 to 5 s). The new technique removes this limitation and relaxes the update period, thus making the system much more autonomous than the previous one. Since the loss of accuracy in open-loop conditions (namely without external updates) is now about one order of magnitude smaller, position tracking uncertainty can be lower than 50 cm even after several seconds of continuous motion. In particular, compared with [37], the following significant improvements have been introduced, i.e.

- A nonlinear filter based on an original heuristic step detection algorithm is used to remove the spurious velocity errors resulting from the integration of acceleration noise in between subsequent steps.
- Yaw angle estimation is improved by means of a specific stretching algorithm that relies on two consecutive external position estimates.
- Better sensors have been integrated in a totally new, low-cost wearable embedded platform.

Last but not least, the experiments were conducted in a properly instrumented environment to evaluate system performances with better accuracy. Ultimately, the advantages of the proposed approach are: 1) enhanced scalability; 2) flexible trade-off between cost, expected accuracy and adjustment rate; 3) ability of tracking a person temporarily even when he/she moves in areas that are not covered by the fixed monitoring infrastructure.

III. MEASUREMENT TECHNIQUE

A. Overview

Let \( \langle W \rangle \) be a right-handed global (or world) reference frame defined by axes \( X_w, Y_w \) and \( Z_w \) with \( X_w \) pointing toward north and \( Z_w \) directed as the gravity acceleration vector. Let \( \langle R \rangle \) and \( \langle U \rangle \) be two additional right-handed relative cartesian frames defined by axes \( X_r, Y_r, Z_r \) and \( X_u, Y_u, Z_u \), respectively. Frame \( \langle R \rangle \) is attached to an inertial platform equipped with a 3-axis accelerometer, a 3-axis gyroscope measuring the angular velocities of the platform around the axes of \( \langle R \rangle \) and a 3-axis magnetometer working as a compass (i.e. pointing to the same direction as \( X_u \)). Of course, frame \( \langle R \rangle \) is rotated with respect to \( \langle W \rangle \) and its attitude generally changes over time.

Frame \( \langle U \rangle \) refers to the trajectory of the user wearing the platform. This means that \( X_u \) is tangential to the trajectory of the moving body, \( Z_u \) coincides with \( Z_u \) and finally the direction of \( Y_u \) is given by the right-hand rule. Thus, the user frame has the plane \( X_u \times Y_u \) parallel to \( X_w \times Y_w \), but the yaw angle between \( X_u \) and \( X_w \) changes over time.

A qualitative representation of the three reference frames mentioned above is sketched in Fig. 1. As shown in Fig. 2, the position estimation technique basically consists of

- two cascaded extended Kalman filters (EKFs) processing the inertial data;
- an algorithm based on a hybrid automaton estimating the target velocity along \( X_u \) and removing the drift due to the oscillatory behavior of biped motion;
- an external infrastructure measuring the position of the user in the global reference frame and
- an algorithm improving yaw angle estimation accuracy, since compass-based direction measurements in indoor environments can be strongly perturbed by the presence of materials distorting Earth’s magnetic field.

It is worth emphasizing that even if the general idea still relies on two EKFs as described in [37], the overall estimation algo-
rithm is different, because in that version the velocity drift was only partially removed by the second EKF and no additional attitude corrections were considered. In this new version, the presence of two additional observers (i.e., for user velocity and yaw angle, respectively) taking into account the dynamic of human locomotion, increases robustness and accuracy of the proposed technique. For the sake of clarity, the following notation will be used throughout the paper: the symbols topped with a bar (e.g. $\bar{\theta}$) represent the measurement results directly collected from sensors, while the hatted symbols (e.g. $\hat{\theta}$) refer to the values estimated indirectly through some algorithm (e.g., a Kalman filter). If not otherwise specified, the symbols without special additional marks just refer to the corresponding quantities to be measured. In the following subsections the operation of any of the functional blocks shortly described above is analyzed in detail.

B. First EKF: attitude estimation

The first EKF estimates the attitude of $\langle R \rangle$ with respect to $\langle W \rangle$. Attitude is described by means of three angles, i.e. the roll $\theta_x$, the pitch $\theta_y$ and the yaw $\theta_z$, which can be combined in the vector $\theta = [\theta_x, \theta_y, \theta_z]^T$. The nonlinear system modeling the attitude dynamics is [37]

$$\dot{\theta} = E(\theta)\omega_r,$$

$$g_r = R_{zyx}(\theta)^T g_w,$$

$$n_r = R_{zyx}(\theta)^T n_w,$$

$$\eta = C\theta$$

where $\omega_r = [\omega_x, \omega_y, \omega_z]^T$ is the vector of the angular velocities (which can be measured by a gyroscope), $g_w = [0, 0, 0.9, 8]^T$ m/s$^2$ and $n_w = [1, 0, 0]^T$ are the gravity acceleration vector and the north-directed unit vector in the global frame $\langle W \rangle$. $g_r$ and $n_r$ are the same vectors in $\langle R \rangle$.

$$E(\theta) = \begin{bmatrix} 1 & \sin \theta_z \tan \theta_y & \cos \theta_z \tan \theta_y \\ 0 & \cos \theta_z & -\sin \theta_z \\ 0 & \sin \theta_y / \cos \theta_y & \cos \theta_y \end{bmatrix}$$

is the system matrix mapping the angular velocities of the platform into the time derivatives of the angles $\theta$, $C = [0, 0, 1]$ is the output matrix and $R_{zyx}(\theta)$ is the total rotation matrix of frame $\langle R \rangle$ with respect to frame $\langle W \rangle$. The details about the derivation of expression (2) and $R_{zyx}(\theta)$ are reported in the Appendix. Rotation matrices belong to the Special Orthogonal Group $SO(3)$, for which the general property $R_{zyx}^T R_{zyx} = R_{zyx}^{-1}$ holds. If the sampling period $T_s$ of all inertial sensors is the same, the discretized version of (1) is

$$\theta(k+1) = \theta(k) + T_e E[\theta(k)] \omega_r(k),$$

$$\omega_r(k) = U[\theta(k)] o_w(k)$$

where $\theta(k)$ is the state of the system at time $t_k = k T_s$, $\omega_r = [g_w^T(k), n_w^T(k), \theta_z(k)]^T$, $o_r = [g_w^T(k), n_w^T(k), \eta_z(k)]^T$ and

$$U[\theta(k)] = \begin{bmatrix} R_{zyx}(\theta(k))^T & 0_{3,3} & 0_{3,3} \\ 0_{3,3} & R_{zyx}(\theta(k))^T & 0_{3,3} \\ 0_{3,3} & 0_{3,3} & 1 \end{bmatrix}$$

is the output matrix (which also depends on the state of the system), with $0_{i,j}$ being a $i \times j$ all-zeros matrix. The state of (3) can be estimated by means of an EKF resulting from the linearization of (1) and from the measurement of $\omega_r(k)$, $g_r(k)$, $n_r(k)$ and $\eta_z(k)$, supposing that the uncertainty contributions affecting such quantities are non-stationary, white and normally distributed. In a first approximation, if sensors are preliminarily calibrated, this assumption is reasonable because the fluctuations affecting the quantities above result from the superposition of the intrinsic vibrations of the platform and the measurement uncertainty of the sensors employed.

In the prediction step of the EKF, the predicted state is given by [37]

$$\dot{\theta}(k+1) = \dot{\theta}(k) + T_e E[\dot{\theta}(k)][\omega_r(k)].$$

(5)

where $\dot{\theta}(k)$ represents the state estimated at time $t_k$ and $\omega_r(k)$ is the vector including the angular velocity components measured by the gyroscope at the same time. Similarly, the predicted state covariance matrix $P_0(k)$ results from

$$P_0^+(k+1) = F_0(k)P_0(k)F_0^T(k) + G_\omega(k)Q_\omega(k)G_\omega^T(k),$$

(6)

where:

- $F_0(k) = I_3 + T_e \frac{\partial E(\theta)[\omega_r(k)]}{\partial \theta} |_{\theta = \theta(k)}$ is the Jacobian of the system matrix with respect to the state vector $\theta$ computed at $\theta(k), \omega_r(k)$ and $I_3$ is the $3 \times 3$ identity matrix;
- $G_\omega(k) = T_e \frac{\partial E(\omega_r)}{\partial \omega_r} |_{\omega_r(k), \theta(k)} = T_e E[\dot{\theta}(k)]$ is the Jacobian of the system matrix with respect to the input velocity vector $\omega_r$ computed at $\theta(k), \omega_r(k)$;
- $Q_\omega(k)$ is the covariance matrix associated with $\omega_r(k)$ including both intrinsic and measurement uncertainty contributions.

Also, the measurement prediction equation of the EKF is

$$o_r^+(k+1) = U[\theta^+(k+1)] o_w(k+1).$$

(7)

In the update step of the EKF the predicted values $\theta^+(k+1)$ and $P_0^+(k+1)$ are updated using the available measurement results. Thus, the attitude update equation is

$$\hat{\theta}(k+1) = \theta^+(k+1) + K_\theta(k+1) \hat{o_r}(k+1),$$

(8)

where $\hat{o_r}(k+1) = o_r(k+1) - o_r^+(k+1)$ is the innovation term at time $t_{k+1}$.

$$K_\theta(k+1) = P_0^+(k+1) H_\theta(k+1) \cdot H_\theta(k+1) P_0^+(k+1) + Q_o(k+1))^{-1} \cdot H_\theta(k+1) P_0^+(k+1) H_\theta^T(k+1) + Q_o(k+1))$$

(9)

is the Kalman gain, $H_\theta(k+1) = \frac{\partial U(\theta) o_w}{\partial \theta} |_{\theta = \theta^+(k+1)}$ and finally

$$Q_o(k+1) = \begin{bmatrix} Q_o(k+1) & 0_{3,3} & 0_{3,3} \\ 0_{3,3} & Q_o(k+1) & 0_{3,3} \\ 0_{3,3} & 0_{3,3} & Q_o(k+1) \end{bmatrix}$$

(10)

is the covariance matrix of the measurement result vector $\hat{o_r}(k+1) = [g_w^T(k+1), n_w^T(k+1), \eta_z(k+1)]^T$ at time $t_{k+1}$. Observe that (10) is a block diagonal matrix because the covariance matrices associated with $g_r(k)$, $n_r(k)$ and $\eta_z$ are uncorrelated. Term $\eta_z(k+1)$ deserves a special attention. In fact, when the angle values result from the algorithm described in Section III-E, we have that $\eta_z(k+1) = \theta_z(k+1)$. However, since the infrastructure is supposed to operate at a very low rate, we generally have that this measure is not
available. In such cases the last row and column of matrices (4) and (10) are removed, the linearized output matrix $H$ also changes accordingly, and finally the update step of the EKF just relies on the data coming from the accelerometer and the magnetometer. As a result, the attitude covariance matrix update equation is

$$P_\theta(k+1) = [I_3 - K_\theta(k+1)H(k+1)]P^{\theta}_\theta(k+1).$$  \hfill (11)

C. User velocity estimation

If both the attitude angles and the acceleration components of the moving body in $(R)$ are known with a negligible uncertainty, the acceleration components in the user frame $(U)$, i.e. $a_u = [a_{x_u}, a_{y_u}, a_{z_u}]^T$ result from

$$a_u = R_y(\theta_y)R_x(\theta_x)a_r,$$  \hfill (12)

and the tangential velocity component of the moving user in $(U)$ is simply given by the integral of $a_{x_u}$. Unfortunately, it is known that the velocity obtained with this approach tend to drift over time due to the accumulation of multiple uncertainty contributions associated to the respective measured quantities $a_{x_u}, \theta_x$ and $\theta_y$, which cause severe positioning errors. Nonetheless, several experiments on the field showed that [37]: i) in indoor environments people stop-and-go frequently; ii) the most significant acceleration and deceleration components in “natural” walking conditions occur at the beginning and at the end of each movement, respectively. During motion instead, the user velocity is generally quite constant and the tangential acceleration patterns exhibit a clear alternate behavior due to the typical sequence of steps of biped locomotion [50]. Of course, the integral of each pair of alternate (i.e. positive/negative) acceleration waveforms is not exactly zero, since the body of the user does not stop completely in between steps. However, if the intrinsic velocity variations are low enough to be comparable with the accumulated noise introduced by the accelerometer, they can be filtered with no serious consequences in terms of accuracy. The velocity estimation algorithm described in the following relies on the observations above and it assures good performance under the assumption that the user motion is quite regular, that is, quite continuous without large accelerations and decelerations except those related to users’ intermediate stops. The algorithm can be formally described by the hybrid automaton depicted in Fig. 3. The automaton is defined by the tuple $\mathcal{H} = (\Xi, \Xi_0, \Sigma, \Lambda, \Delta, R)$, where:

- $\Xi = \Gamma \times S$ is the hybrid state space. In particular, the proposed automaton has three discrete states $\Gamma = \{\gamma_0, \gamma_1, \gamma_2\}$: $\gamma_0$ corresponds to no motion, while $\gamma_1$ and $\gamma_2$ correspond to the accelerated motion and the decelerated motion, respectively, caused by one step. Therefore, each hybrid state is described by the automaton discrete state $\gamma_i$ and by the dynamic state variable $x_s(k) = [\delta_v(k), v_{x_u}(k)]^T \in S$, where $\delta_v(k)$ represents the increment in velocity during a single step at time $t_k$ and $v_{x_u}(k)$ is the tangential user velocity in frame $(U)$. Notice that $\delta_v(k)$ has to be reset in between subsequent steps.
- $\Xi_0 = (\gamma_0, x_s(0))$ is the initial state of the hybrid automaton, with $x_s(0) = [0, 0]^T$.
- $\Sigma$ is the set of dynamic systems associated with the states of $\Gamma$. Each state $\gamma_i$ is described by a linear system of the form $x_s(k+1) = A(\gamma_i)x_s(k) + B(\gamma_i)a_{x_u}(k)$. In particular, $A(\gamma_0) = 0_{2, 2}$ and $B(\gamma_0) = 0_{2, 1}$, $A(\gamma_1) = A(\gamma_2) = I_2$ and $B(\gamma_1) = B(\gamma_2) = T_cI_2$, where $T_c$ is the sample period of inertial signals (as specified in the previous sections) and $I_n$ is an all-one column vector of dimension $n$.
- $\Lambda = \Gamma \times \Gamma$ is the collection of graph edges depicted in Fig. 3.
- $\Delta : \Lambda \rightarrow \{M_1, M_2, M_3, M_4, M_5\}$ maps each edge to its guard set. In particular:
  - $M_1$ is true if and only if the estimated standard deviation $\sigma_{a_{x_u}}$ of $a_{x_u}$ over a window of duration $T_m$ (e.g., 0.5 s) is greater than a given threshold $\sigma_{a_{min}}$. In practice, this parameter leverages between motion detection sensitivity and effect of accelerometer noise. The higher the value of $\sigma_{a_{min}}$, the stiffer the algorithm is in detecting human motion. On the other hand, the lower the value of $\sigma_{a_{min}}$, the more sensitive the algorithm becomes in detecting user motion. It was observed experimentally that $\sigma_{a_{min}} = 0.2 \text{ m/s}^2$ assures a good trade-off between sensitivity and accuracy.
  - $M_2$ is true if and only if the time spent in $\gamma_0$ is at least equal to $T_m$. This parameter is used to prevent spurious transitions through state $\gamma_0$ between subsequent steps.
  - $M_3$ is true if and only if the acceleration pattern $a_{x_u}(k)$ crosses zero with a negative slope at time $t_k$.
  - Dually, $M_4$ is true if and only if the acceleration pattern $a_{x_u}(k)$ crosses zero with a positive slope at time $t_k$.
  - $M_5$ is true if and only if $a_{x_u}(k) > 0$.
  - Finally, $M_6$ is true if and only if $v_{x_u}(k)$ changes its sign at time $t_k$. Condition $M_6$ is needed to remove sudden, erroneous velocity variations occurring during one step (e.g., due to body posture changes).

The transitions between pairs of states of the hybrid
automaton \( H \) are fired on the basis of \( \Lambda \) with period \( T_c \). The set of logical relationships firing all possible transitions is again depicted in Fig. 3.

- \( R : \Lambda \rightarrow S \) is the reset map for each state transition defined in the edge set \( \Lambda \). In general, \( x_s(k) \) does not change within a given state. However, on edge \((\gamma_2, \gamma_1)\) the following expression holds, i.e.

\[
R(\gamma_2, \gamma_1) = \begin{bmatrix} 0 \\
\rho_{21}(k) \end{bmatrix}
\]  

(13)

where

\[
\rho_{21}(k) = \begin{cases} v_{x_u}(k) & \text{in the first 2 steps,} \\
v_{x_u}(k) - \delta_v(k) & \text{afterwards.} \end{cases}
\]  

(14)

In essence, this means that during any transition from \( \gamma_2 \) to \( \gamma_1 \) (i.e., at the end of each step and just before a new step begins):

1) The velocity increment related to the last step is reset;
2) This increment is considered to be a part of user velocity only in the first two steps, whereas it is removed afterwards (i.e., till the user stops again) to prevent spurious velocity drifts due to the accumulated uncertainty.

The heuristic criterion mentioned above relies on the considerations reported at the beginning of this subsection and it is justified by the fact that in practice after two steps the velocity of the user in “natural” walking conditions usually reaches a steady state. In the following, since the actual velocity values depend on the estimated quantities \( s_{\theta u}, \theta_u \) and \( \theta_y \), the output of the algorithm is an estimated quantity as well. Therefore, it will be denoted as \( \hat{v}_{x_u} \) in the following.

D. Second EKF: position estimation

Assuming that:

1) users move just on a plane (i.e., \( v_{x_u} \approx 0 \));
2) left/right body translations are negligible (i.e. \( v_{y_u} \approx 0 \) because of the nonholonomic nature of the human locomotion [46]) and
3) user tangential velocity \( v_{x_u} \) is known;

then the position of the target in \( \langle W \rangle \) is simply given by [37]

\[
\begin{aligned}
\hat{\mathbf{p}} &= s(\theta_z) v_{x_u} \\
\mathbf{c} &= \mathbf{p}
\end{aligned}
\]  

(15)

where \( s(\theta_z) = [\cos \theta_z, \sin \theta_z]^T \). In practice, however, the values of \( v_{x_u} \) result from the velocity estimation algorithm reported in Section III-C, while the yaw angles \( \theta_u \) are estimated by the first EKF. Since both quantities are sampled with the same period \( T_c \) and are affected by both intrinsic fluctuations and measurement uncertainty contributions, the state of the discretized version of (15) can be estimated by another EKF.

In particular, the state prediction equation for a given input vector \([\hat{\theta}_z(k), \hat{v}_{x_u}(k)]^T\) is

\[
\hat{\mathbf{p}}^+(k+1) = \hat{\mathbf{p}}(k) + T_c s(\hat{\theta}_z(k)) \hat{v}_{x_u}(k)
\]  

(16)

where \( \hat{\mathbf{p}}(k) \) represents the estimated state at time \( t_k \). Similarly, the state prediction covariance matrix results from the linearization and discretization of (15) and it is given by

\[
P_{\hat{\mathbf{p}}}(k+1) = P_{\hat{\mathbf{p}}}(k) + G_{\theta}(k) \sigma_{\hat{\theta}_z}(k) G_{\theta}^T(k) + G_{v}(k) \sigma_{\hat{v}_{x_u}}(k) \sigma_{\hat{v}_{x_u}}^T(k)
\]  

(17)

where

1) \( P_{\hat{\mathbf{p}}}(k) \) is the estimated covariance matrix at time \( t_k \);
2) \( G_{\theta} = T_c \frac{\partial \hat{\theta}_z(k)}{\partial \theta_z} \) is the Jacobian matrix with respect to input \( \theta_z \) computed at \( \hat{\theta}_z(k), \hat{v}_{x_u}(k) \);
3) \( G_{v} = T_c \frac{\partial \hat{v}_{x_u}(k)}{\partial v_{x_u}} \) is the Jacobian matrix with respect to input \( v_{x_u} \) computed at \( \hat{\theta}_z(k), \hat{v}_{x_u}(k) \);
4) \( \sigma_{\hat{\theta}_z}(k) \) is the variance of \( \hat{\theta}_z(\cdot) \) resulting from the covariance matrix \( P_{\hat{\theta}_z}(k) \) of the first EKF at time \( t_k \);
5) \( \sigma_{\hat{v}_{x_u}}(k) \) is the variance of \( \hat{v}_{x_u}(\cdot) \) at time \( t_k \).

In the update step the EKF must rely on the position values collected by some external infrastructure within the reference frame \( \langle W \rangle \) defined in Section III-A. Generally, this occurs periodically at a given rate. However, the average update rate can be reduced in particular situations, e.g. when the target does not move or moves very slowly, thus increasing system scalability and autonomy. In the following, a simple update policy is adopted, i.e. time–based with a preset period \( T_p \) when the target is detected to be in movement. As a result, the measurement prediction equation can be expressed as

\[
c^+(k+1) = V(k+1) \hat{\mathbf{p}}(k+1)
\]  

(18)

where

\[
V(k+1) = \begin{cases} I_2 & k_T = i T_p \land \hat{\sigma}_{s_{\theta u}} > \sigma_{\text{min}} \\
0_{2,2} & \text{otherwise} \end{cases}
\]  

(19)

with \( i \in \mathbb{Z} \). This means that the sensors of the external infrastructure are queried by the wearable platform only when the boolean condition in (19) is true. If this is not the case, no measurement data are available and the EKF works in open loop. Thus, the Kalman gain associated with (18) when \( V(k+1) \neq 0_{2,2} \) (otherwise it is undefined) is given by

\[
K_p(k+1) = \frac{P_{\hat{\mathbf{p}}}(k+1) V^T(k+1)}{V(k+1) P_{\hat{\mathbf{p}}}(k+1) V^T(k+1) + Q_c(k+1)}
\]  

(20)

where \( Q_c(k+1) \) is the covariance matrix related to the measured planar coordinates \( \hat{\mathbf{c}}(k+1) \). Of course, the elements of \( Q_c(k+1) \) depend on the accuracy of the chosen external sensors and on the correlation between the elements of \( \hat{\mathbf{c}}(k+1) \) at time \( t_{k+1} \), i.e. \( \hat{c}_x(k+1) \) and \( \hat{c}_y(k+1) \). Finally, the state update equation and the updated state covariance matrix when \( V(k+1) \neq 0_{2,2} \) are given, respectively, by

\[
\hat{\mathbf{p}}(k+1) = \hat{\mathbf{p}}^+(k+1) + K_p(k+1) \mathbf{c}(k+1)
\]  

(21)

and

\[
P_{\hat{\mathbf{p}}}(k+1) = [I_2 - K_p(k+1) V(k+1)] P_{\hat{\mathbf{p}}}(k+1)
\]  

(22)

where \( \mathbf{c}(k+1) = \mathbf{c}(k+1) - c^+(k+1) \) is the innovation term. On the contrary, when \( V(k+1) = 0_{2,2} \) the update step can just rely on the corresponding prediction, i.e.

\[
\hat{\mathbf{p}}(k+1) = \mathbf{p}^+(k+1)
\]  

\[
P_{\hat{\mathbf{p}}}(k+1) = P_{\mathbf{p}}(k+1)
\]  

(23)
E. Yaw angle estimation

As stated in Section III-A, yaw angle measurement accuracy is limited by the poor indoor performance of the on-board magnetometer used as a compass. However, the position values collected by the sensors of the external infrastructure can be used to mitigate this problem. The rationale behind the proposed approach is the following: the “shape” of the user trajectory estimated with the algorithm described in the previous subsections is approximately the same as the real one, but with some differences due to the accumulated uncertainty. As a result, when the position values collected by the sensors of the fixed infrastructure are injected into the second EKF, the yaw angle between $X_u$ and $X_w$ can be estimated by minimizing the trajectory deformation from the last adjustment point. Let $L_a$ and $L_b$ be two generic configurations of a given trajectory, shown with the dashed line of Fig. 4. Let $L_a$ and $L_b$ be the positions measured by the sensors of the fixed infrastructure in $L_a$ and $L_b$, respectively. If $L_a$ and $L_b$ represent the corresponding positions estimated by the second EKF, immediately after the external adjustment in $L_a$ (i.e., $L_a \approx L_a$) and just before receiving the coordinates of point $L_b$, the general idea of the algorithm described in this section is to determine the yaw angle $\theta_z$ as if the end of the user trajectory were in $L_b$ rather than in $L_a$. With reference to the notation adopted in Section III-D, let $P = \{\hat{p}(k-m), \hat{p}(k-m+1), \ldots, \hat{p}(k)\}$ be the set of user positions estimated by the second EKF between two subsequent adjustments occurred at times $t_{k-m} = (k-m)T_c = (i-1)T_p$ and $t_k = kT_c = iT_p$, respectively. In practice, the elements of $P$ correspond to the points of the thin solid line in Fig. 4. In order to compensate for the deformation of the trajectory $L_a \hat{L}_b$, while preserving its qualitative shape between $L_a$ and $L_b$, a linear stretching algorithm can be used. If $I(k-m) = L_a - L_a$ and $I(k) = L_b - L_b$ are two planar vectors, each point in $P$ undergoes a transformation given by

$$
\hat{p}(k-j) = \hat{p}(k-j) + \frac{j}{m}I(k-m) + \frac{m-j}{m}I(k) \quad (24)
$$

Notice that $I(k-j)$ results from the linear combination of the vectors $I(k-m)$ and $I(k)$. The elements of the set $\mathcal{P} = \{\hat{p}(k-m), \hat{p}(k-m+1), \ldots, \hat{p}(k)\}$ correspond to the points of the transformed trajectory, depicted with a thick solid line in Fig. 4. Since the trajectory defined by the points in $\mathcal{P}$ has to be compatible with the nonholonomic dynamic given by (15), the following conditions must hold, i.e.

$$
\hat{p}(k-j+1) = \hat{p}(k-j) + s[\theta_z(k-j)] \hat{v}_{x_u}(k-j), \quad (25)
$$

where $\theta_z$ and $\hat{v}_{x_u}$ are the (unknown) yaw angle and user velocity values after trajectory correction and $j = m, m-1, \ldots, 0$. Notice that (24) turns to $\hat{p}(k-m) = \hat{p}(k-m) + I(k-m)$ for $j = m$. Therefore, by replacing the discretized version of (15) into (24), it can be easily obtained that

$$
\hat{p}(k-j+1) = \hat{p}(k-j) + Ts[\theta_z(k-j)] \hat{v}_{x_u}(k-j) + \frac{1}{m}[I(k) - I(k-m)]. \quad (26)
$$

Evidently, (25) and (26) can be regarded as equivalent if and only if the second terms of both expressions are the same. In this case, by equating (25) and (26) the values of $\theta_z(k-j)$ and $\hat{v}_{x_u}(k-j)$ result from

$$
\theta_z(k-j) = \arctan \left( \frac{\hat{v}_{x_u}(k-j)}{\hat{v}_{y_u}(k-j)} \right) \quad (27)
$$

$$
\hat{v}_{x_u}(k-j) = \sqrt{1 + f(k,j,m)h(k,j,m)} \quad (28)
$$

where

$$
\begin{align*}
 f(k,j,m) &= \frac{[I(k)-I(k-m)]^T[I(k)-I(k-m)]}{[mT_c \hat{v}_{x_u}(k-j)]^2} \\
 h(k,j,m) &= \frac{2 \left\{ \cos[\theta_z(k-j)] |l_x(k)-l_x(k-m)| \right\}}{mT_c \hat{v}_{x_u}(k-j)} + 2 \left\{ \sin[\theta_z(k-j)] |l_y(k)-l_y(k-m)| \right\} \\
 &\quad \frac{mT_c \hat{v}_{x_u}(k-j)}{mT_c \hat{v}_{x_u}(k-j)} \end{align*}
$$

and $I(k-m) = [l_x(k-m), l_y(k-m)]^T$. Therefore, by iteratively computing the synthesized inputs derived in (27), (28) for $\forall j \in \{m, \ldots, 0\}$, it is possible to generate a stretched trajectory $\hat{\mathcal{P}}$ that is compatible with the nonholonomic nature of the human motion. The yaw orientation angle to be injected into the first EKF, i.e. $\hat{\eta}_z(k) = \theta_z(k)$, is then given by (28) for $j = 0$.

IV. SYSTEM DESCRIPTION

A. The hardware platform

The algorithm described in Section III was implemented in a custom wearable embedded platform, with dimensions $5.8 \times 3.0 \times 1.9$ cm. The last number refers to the thickness of the system including the battery. The platform was developed in cooperation with Tretic S.r.l., Trento, Italy, and it is endowed with a 32-bit ARM Cortex M3 microcontroller (MCU) STM32F103RE running at 72 MHz with 64 kB of RAM and 512 kB of flash memory. The block diagram of the platform is shown in Fig. 5. Wireless communication relies on
they are processed by the MCU. With these settings, the
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Section IV-A was integrated in the existing framework in order to:
1) inject high-accuracy position values into the second EKF with period $T_p$ when the platform is detected to be in movement, as described in Section III-D;
2) build an accurate and fine-grained ground truth to evaluate the accuracy of the proposed solution.
To this purpose, a vision tracking system based on four cam e ras installed at the corners of the living room was used. Such a system, developed by FBK [51], efficiently uses multiple cameras for tracking different targets and exhibits excellent performance especially in LOS conditions.
An ad-hoc Java software application, running on a stand -alone PC, was developed to manage both the embedded platform and the image acquisition process. Using this software, the collected data can be visualized in real–time and/or stored in the PC for further off-line processing and statistical analyses. Some screen-shots of this application are shown in Fig. 6(a)-(b). In particular, Fig. 6(a) depicts the main window of the software application. It consists of several buttons that can be used to
- start or handle preliminary platform calibration;
- collect data from different sensors;
- manage system settings;
- configure the external vision system.

B. Experimental setup
The position tracking technique was tested on the field in a flat set up by the Trento agency for public housing (ITEA) and properly instrumented with various sensors, cam e ras and other devices for home automation, in the context of the project ACUBE (http://acube.fbk.eu). The chosen experimen -tal testbed is the result of a collaboration between the University of Trento and the research center “Fondazione Bruno Kessler” (FBK). The wearable platform described in
Fig. 6(b) shows two examples of windows related to sensor data streaming in real-time. On the left, the angular velocity components measured by the triaxial gyroscope in reference frame \( \{R\} \) are plotted in \( \text{deg/s} \). On the right, a 3D box is used to represent the attitude of the embedded platform in \( \{W\} \) given by the first EKF.

V. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed localization technique, the embedded platform has to be worn at the user’s waist. In fact, in [46] it is shown that the trunk is the best frame to account for the nonholonomic nature of the human locomotion and it also minimizes the unwanted yaw oscillations caused by step alternation. After calibrating both the external vision system and the inertial sensors of the wearable platform, various types of experiments were conducted in the instrumented flat described in Section IV-B. The first set of experiments was mainly conceived to evaluate the performance of the system in terms of accuracy, repeatability and robustness. For this reason, two very regular, closed and easily reproducible paths were chosen for testing purposes, i.e., repeated circle-shaped trajectories (Case A) and repeated square-shaped trajectories (Case B), for a total length of 31 m and 40 m, respectively.

The second set of experiments was instead focused on a performance evaluation of the platform in more realistic conditions, namely with the user walking naturally over longer piecewise linear trajectories interspersed by some short stops next to some point of interest in the room. In all cases, a user wearing the embedded platform was invited to walk repeatedly along these paths at typical indoor speeds (i.e., between about 1 and 2 m/s). In order to reduce the intrinsic user uncertainty in repeating the trajectories of Cases A and B, a circle and a square were properly highlighted by some adhesive stickers put on the floor of the living room in known positions of the reference frame \( \{W\} \). The origin of \( \{W\} \) coincides with one of the corners of the room, with axes \( X_w \) and \( Y_w \) being approximately parallel to two walls of the room. About 15 identical experiments were repeated in Case A and Case B for different user speeds. The sampling period \( T_s \) of the onboard sensors was set to 250 Hz. The camera-based position adjustments were applied to the second EKF at different rates, namely with \( T_p \) ranging from 1 s to 16 s. Additional images were acquired at a rate of about 30 Hz to track the actual user’s position along both \( X_w \) and \( Y_w \). The image acquisition latency was properly estimated and compensated in order to align platform-based and vision-based position measurement data within a few ms. The EKF parameter values used in all experiments are listed below, i.e.

- **First EKF:**
  
  \[
  \begin{align*}
  P_0(0) &= \text{diag}(0.001, 0.001, 0.001) \text{ rad}^2 \\
  Q_w(0) &= \text{diag}(0.01, 0.01, 0.01) \text{ (rad/s)}^2 \\
  Q_\beta(0) &= \text{diag}(0.24, 0.24, 0.24) \text{ (m/s}^2\text{)}^2 \\
  Q_n(0) &= \text{diag}(7.3 \cdot 10^{-10}, 7.3 \cdot 10^{-10}, 7.3 \cdot 10^{-10}) \\
  Q_\eta(0) &= 0.32 \text{ rad}^2
  \end{align*}
  \]

- **Second EKF:**
  
  \[
  \begin{align*}
  P_p(0) &= \text{diag}(0.1, 0.1) \text{ m}^2 \\
  Q_c(0) &= \text{diag}(0.0025, 0.0025) \text{ m}^2
  \end{align*}
  \]

Fig. 7 shows the root mean square errors (RMSE) of the estimated user’s velocity values, computed over all trajectories of Case A and Case B as a function of the traveled distance. Observe that the RMSE patterns generally fluctuate around 25 cm/s. Such patterns depend not only on the input sensor uncertainty and on the velocity estimation algorithm described in Section III-C, but also on the uncertainty of the method used to determine the real velocity of the user. This is indeed estimated indirectly from the backward Euler difference of subsequent position values measured by the camera. Even if the camera-based absolute position uncertainty is very small, the derivative operator is inherently sensitive to noise and it affects the patterns shown in Fig. 7 by some cm/s. Therefore, we can conclude that the standard uncertainty associated with \( \hat{v}_{x_u} \) alone is certainly a bit smaller than that shown in Fig. 7. More importantly, both RMSE patterns oscillate around constant values, i.e. they do not exhibit relevant drift phenomena as a function of the traveled distance, which instead were
observed in [37], where the hybrid automaton described in Section III-C was not used. This implies that the errors in position (obtained from the time integral of the user velocity values) are also much smaller than in [37], when longer observation intervals are considered. Unfortunately, this improvement does not affect yaw angle estimation, which instead is of crucial importance for position tracking accuracy. The effect of the yaw angle estimation algorithm on performance is visible in Fig. 8, where the RMSE patterns of the measured distance are plotted as a function of the total traveled distance in Case A. To better highlight the benefits of the algorithm, the RMSE patterns related to distance estimations in open-loop (i.e., without using external position values) and in closed-loop (i.e., obtained using only the coordinates measured by the vision system with period $T_p = 1 \text{s}$) are also reported for comparison. Observe that when the yaw angle estimation technique is used, the RMSE pattern remains steadily below 20 cm even in the long run, whereas in the other cases a growing trend is clearly visible. Similar results are obtained also in Case B.

Fig. 9 summarizes the performance of the proposed localization technique in the case of repeated circles (i.e. Case A) for $T_p = 8 \text{s}$. The dashed line highlights the ideal path, whereas the solid line represents the average trajectory estimated over about 15 experiments, consisting of 5 laps each. The dotted lines refer to the $\pm \sigma$ uncertainty boundaries. The standard uncertainty has been evaluated using a Type-A approach [52], i.e. by computing the average sample standard deviation over all points of the chosen trajectories in which the real position was measured by the cameras. Observe that standard uncertainty is about 25 cm. This confirms the good performance of the proposed approach. A more complete performance analysis is reported in Fig. 10(a)-(b) and Fig. 11(a)-(b), which show the box-and-whiskers plots of the position offsets along axes $X_w$ and $Y_w$, respectively. The boxes refer to different values of the external update period $T_p$. Therefore, the system can be autonomous and return reasonable results even if no external updates are available for several seconds. In Case B accuracy is slightly worse, because of the sharp 90-degree rotation angles of the square-shaped path.

The results of some more realistic experiments are shown in Fig. 12. In all of them, the user behavior was quite natural, i.e. moving randomly in the room, stopping occasionally next to some points of interest (e.g. TV set, cabinet, bookcase, lamp and sofa) and then walking again. In all pictures, the circled letter denote the waypoints where the user stopped for some seconds (between about 1 and 20 s). The ascending order of the letter is related to the direction of motion. The dashed lines refer to the user trajectories measured by the vision system, whereas the solid lines show the trajectories estimated with the proposed technique using the wearable embedded platform and with $T_p = 10 \text{s}$. The paths in Fig. 12(a), (b) and (c) are clearly different, but have a comparable duration (between 1 minute and 40 s and 2 minutes). Unfortunately, analyzing the performance in larger spaces is unfeasible at the moment, because the calibrated vision system required to reconstruct the real paths followed by the user are located only in the

![Fig. 9. Average position values estimated by the wearable platform (solid line) along a circular path (dashed line) in Case A. The dotted lines represent the $\pm \sigma$ uncertainty boundaries. In this case, external position corrections are repeated every 8 s.](image)

![Fig. 10. Box-and-whiskers plots of the position offsets along axes $X_w$ (a) and $Y_w$ (b) in the case of circular trajectories (Case A). The plots refer to different values of the external update period $T_p$.](image)
Fig. 11. Box-and-whiskers plots of the position offsets along axes $X_w$ (a) and $Y_w$ (b) in the case of square-shaped trajectories (Case B). Different plots refer to different values of the external update period $T_p$.

VI. CONCLUSIONS

In this paper a technique for indoor localization and position tracking of pedestrians is described. The proposed technique relies on multi-sensor data fusion and it is implemented on a wearable embedded platform. User position in a given reference frame is measured mainly through inertial data, by cascading two extended Kalman filters (EKFs). The first one estimates the user’s attitude in the chosen reference frame, whereas the second EKF returns user’s coordinates on a plane. Unlike other solutions described in the literature, the unbounded position uncertainty growth due to the double integration of accelerometer data is mitigated through a heuristic approach that recognizes the steps of the user and removes dynamic velocity estimation drifts. Low-rate position measurements from an external infrastructure (e.g., consisting of camera-based nodes with wireless connectivity) are used to update the state of the second EKF and the yaw angle estimates of the first EKF, in order to keep positioning uncertainty within specified boundaries. The platform can be worn at the user’s waist and can work autonomously with good accuracy (i.e., within about ±50 cm) for several seconds, without any external intervention. This is beneficial in terms of scalability, since multiple platforms could be worn by different users in the same environment, with no risk of interfering with each other. The proposed technique does not claim to be an ultimate solution to the problem of indoor localization and tracking, but it definitely offers a good trade-off in terms of accuracy, deployment cost and comfort.
APPENDIX

PROOF OF (2) AND DERIVATION OF \( R_{zyx}(\theta) \)

Assume that frame \( \langle R \rangle \) is subjected to three subsequent rotations, i.e., a rotation by a roll angle \( \theta_x \) around \( X_w \), a rotation by a pitch angle \( \theta_y \) around \( Y_w \), and, finally, a rotation by a yaw angle \( \theta_z \) around \( Z_w \). The three elementary rotation matrices are defined respectively as:

\[
  R_x(\theta_x) = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & \cos \theta_x & -\sin \theta_x \\
    0 & \sin \theta_x & \cos \theta_x
  \end{bmatrix}, \quad (A.1)
\]

\[
  R_y(\theta_y) = \begin{bmatrix}
    \cos \theta_y & 0 & \sin \theta_y \\
    0 & 1 & 0 \\
    -\sin \theta_y & 0 & \cos \theta_y
  \end{bmatrix}, \quad (A.2)
\]

and

\[
  R_z(\theta_z) = \begin{bmatrix}
    \cos \theta_z & -\sin \theta_z & 0 \\
    \sin \theta_z & \cos \theta_z & 0 \\
    0 & 0 & 1
  \end{bmatrix}. \quad (A.3)
\]

As a consequence, the total rotation matrix \( R_{zyx}(\theta) = R_z(\theta_z)R_y(\theta_y)R_x(\theta_x) \) is given by

\[
  R_{zyx}(\theta) = \begin{bmatrix}
    \cos \theta_z \cos \theta_y & \cos \theta_z \sin \theta_y & -\sin \theta_z \\
    -\sin \theta_x \sin \theta_z \cos \theta_y + \cos \theta_x \sin \theta_y \sin \theta_z & \sin \theta_x \sin \theta_z \cos \theta_y + \cos \theta_x \sin \theta_y \sin \theta_z & \cos \theta_z \cos \theta_x \\
    \cos \theta_x \sin \theta_y & \sin \theta_x \sin \theta_y & \cos \theta_x \cos \theta_y
  \end{bmatrix}.
\]

(A.4)

The rotation matrix \( R_{zyx} \) expresses the relationship between the moving frame \( \langle R \rangle \) and the fixed frame \( \langle W \rangle \). Hence, it can be also used to define the relation between the angular velocity \( \omega = [\omega_z, \omega_y, \omega_x]^T \) and the time derivatives of \( \theta \). It is indeed known that the time derivative of a rotation matrix is given by

\[
  \dot{R}_{zyx}(\theta) = \Omega R_{zyx}(\theta),
\]

where \( \Omega \) is the skew symmetric matrix,

\[
  \Omega = \begin{bmatrix}
    0 & -\omega_z & \omega_y \\
    \omega_z & 0 & -\omega_x \\
    -\omega_y & \omega_x & 0
  \end{bmatrix}
\]

(A.6)

accounting for the effect of the angular velocity acting on a rigid body. Therefore, by inverting (A.5) and rearranging the variables it follows that

\[
  \Omega = \dot{R}_{zyx}(\theta)R_{zyx}(\theta)^T \Rightarrow \omega = D(\theta)\dot{\theta},
\]

(A.7)

from which it results that

\[
  \dot{\theta} = D(\theta)^{-1}\omega.
\]

(A.8)

Notice that \( \omega \) is referred to the frame \( \langle W \rangle \), while the angular velocities are actually measured in \( \langle R \rangle \). If the same procedure is applied to \( R_{zyx}^T \) rather than to \( R_{zyx} \), (A.8) can be expressed in the frame \( \langle R \rangle \), with \( \omega = \dot{\omega} \). Accordingly, (2) is obtained simply by reversing the sign of \( D(\theta)^{-1} \), i.e.

\[
  E(\theta) = -D(\theta)^{-1}.
\]