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Abstract—With the application of semantic Web service and semantic Grid service, the similarity measure between services are more and more important in the processing of service matching. By formally defining the similarity of semantic services, useful information can be obtained about their similarity and compatibility. In this paper, we propose a concept similarity matching method based on semantic distance in service matching. Uses OWL-S to describe service, the algorithm computes semantic similarity of service in four macro steps. At last, we provide an experimental comparison of our method against traditional similarity measures, and prove empirically the benefits of our approach.

I. INTRODUCTION

With the advance of the semantic Web, both the Web and Grid community have embraced the concepts of enriching distributed systems with machine-understandable semantic metadata. Semantic services matching (in this paper, we will use the general term semantic service to describe both Web and Grid service) is one of the emerging research areas that exploits the semantic metadata to reason about the similarity and functionality of the ontologies that are to be composed. The current standard for creating semantic service description is the OWL-S (Web Ontology Language Service ontology) [1], service matching can be considered as ontological concepts matching [2].

Many diverse solutions to the matching problems have been proposed so far, see [3]-[10] for recent surveys. A good survey of ontology-based matching approaches up to 2004 is provided in [3]. A survey of schema-based and a user-centric classification of matching systems are provided in [4], while the work in [5] considers [4] and [6] as well as some other classifications. [7]-[9] are good referenced methods in semantic matching. [10] exploits external resources of a domain and common knowledge, e.g., WordNet.

In the processing of ontological concepts matching, when dealing with the similarity between concepts, it not only considers inheritance (subclass of) relations, but also considers the distance relationship between concepts. In this paper, on the basis of comprehensive consideration of the heritance relations and semantic distance between concepts, we propose a concept similarity matching method based on semantic distance. The algorithm computes semantic similarity through four macro steps, and gains the more human intuition similarity between concepts.

The rest of the paper is organized as follows. Section 2 introduces the strategy of the algorithm. It also provides an overview of four main steps of the concept similarity matching method based on semantic distance. Section 3 is devoted to the technical details of those steps. Section 4 provides the experimental comparison with some concept similarity measures. Section 5 presents our conclusions and discusses future work.

II. THE DESIGN OF ALGORITHM

In our concept similarity matching method based on semantic distance we comprehensively consider the inheritance relations and semantic distance relations between concepts, and measure the degree of matching between concepts through semantic similarity.

The algorithm takes two concepts as input and computes a semantic similarity as output in four macro steps:

Step 1: Weight allocation. Determine weight according to the relationship between root node of ontology and other concept nodes.

Step 2: Node routing table generation. Record all paths between root node and concept nodes, and generate node routing table.

Step 3: Semantic distance computation. Compute semantic distance according to the node routing table. The semantic distance is the sum of weight between the concepts that have the inheritance relationship.

Step 4: Semantic similarity computation. Construct similarity function, and compute semantic similarity between concepts based on semantic distance.

III. CONCEPT SIMILARITY MATCHING METHOD BASED ON SEMANTIC DISTANCE

A. Weight Allocation

In the processing of similarity measure, the method of allocating the weight value to concept node has been proposed in [11] [12]. We borrow their original thought and make some modifications to reflect our intention. In our method, we allocate the weight value to the edge between concepts, but not concept nodes.

Given two concepts \( C_1 \) and \( C_2 \), we take the following formula as weight allocation function,

\[
W_{sub}(C_1, C_2) = 1 + \frac{1}{k^{\text{depth}(C_2)}} \quad (1)
\]

Where, \( \text{depth}(C) \) presents the depth of concept \( C \) from the root concept to node \( C \) in ontology hierarchy, \( k \) is a predefined factor larger than 1 indicating the rate at which the weight
values decrease along the ontology hierarchy (currently we set $k$ to 2). This formula has two desirable properties: (1) the semantic differences between upper level concepts are higher than those between lower level concepts, in other words, two general concepts are less similar than two specialized ones. (2) The distance between sibling concepts is greater than the distance between parent and child concepts. Specially, the depth of root concept is zero, and the depth of other concepts equal to their path length to root concept node. Fig. 1 shows the weight values of ontological concepts.

![Fig. 1 The weight values of ontological concepts](image)

In addition, if there exists multiple inheritance relation between concepts (such as, F is subclass of C and G), the depth of the concept node have multiple values, and the weight also have multiple values. For example, there are two weight values between H and F, for path (H, F, C, A), $w_{\text{sub}(H, F)} = 1 + 1/2^3 = 1.125$; for path (H, F, G, D, A), $w_{\text{sub}(H, F)} = 1 + 1/2^2 = 1.25$; for path (H, F, G, D, A), the depth of the concept node have multiple values, and the distance between sibling concepts is greater than the distance between lower level concepts, in other words, two concepts (such as, F is subclass of C and G), the depth of the concept node have multiple values, and the weight also have multiple values. For example, there are two weight values between H and F, for path (H, F, C, A), $w_{\text{sub}(H, F)} = 1 + 1/2^3 = 1.125$; for path (H, F, G, D, A), $w_{\text{sub}(H, F)} = 1 + 1/2^2 = 1.25$.

**B. Node Routing Table Generation**

To each concept node in ontology, we can get its all paths to root node, and can compute related weight values between nodes in every path, and we can use paths and weight values to generate the node routing table. We can compute and compare the length of path between two nodes through searching the node routing table. It is convenient to obtain the shortest semantic distance not traversing the whole ontology.

The weight construction method as follows: Breadth traversal the ontological concept graph from root node, the path record of child node is composed of the parent node’s path record and itself, the child’s weight is composed of the parent node’s weight list and the weight between the parent-child nodes.

The node routing table of Fig. 1 shows as Table I.

![Fig. 2 Semantic distance solving algorithm](image)

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>root node</td>
</tr>
<tr>
<td>B</td>
<td>[(B,A)(1,2)]</td>
</tr>
<tr>
<td>C</td>
<td>[(C,A)(1,2)]</td>
</tr>
<tr>
<td>D</td>
<td>[(D,A)(1,2)]</td>
</tr>
<tr>
<td>E</td>
<td>[(E,A)(1,2)]</td>
</tr>
<tr>
<td>F</td>
<td>[(F,C,A)(1,5,2)] [(F,G,D,A)(1,25,1,5,2)]</td>
</tr>
<tr>
<td>G</td>
<td>[(G,D,A)(1,5,2)]</td>
</tr>
<tr>
<td>H</td>
<td>[(H,B,A)(1,5,2)] [(H,F,C,A)(1,25,1,5,2)] [(H,F,G,D,A)(1,125,1,25,1,5,2)]</td>
</tr>
</tbody>
</table>

Where, all routings of every node to root node are composed of some path records, and every path record include node path and related weight values. The node path is the path from current node to root node, and the weight value is weight between two nodes in the path.

When compute the weight values between indirect concept nodes, we only need to compute the sum of weight between two nodes in node routing table. For example, the weighted value of $(G, A)$ is $1.5 + 2 = 3.5$.

**C. Semantic Distance Computation**

We can compute the semantic distance among any two nodes through the node routing table. Fig. 2 presents the pseudo-code of semantic distance solving algorithm.

**Semantic Distance Solving Algorithm:**

**Input:** two concepts $C_1$, $C_2$

**Output:** semantic distance: $\text{Sem\_Dis}(C_1, C_2)$

For two ontological concepts: $C_1$, $C_2$

- If $C_1$, $C_2$ are the same concept
  
- Else if there exists the direct path relation between $C_1$, $C_2$

Where, $SPatch$ denotes the shortest path between $C_1$, $C_2$.

**D. Semantic Similarity Computation**

The greater semantic distance between two concepts, the less semantic similarity of them is. That is, semantic similarity and semantic distance have inverse relation [10]. But, the range of semantic distance is too great to measure intuitive semantic relation between concepts, and it is also a non-normalized description for semantic relation.

For above reasons, we exploit semantic similarity when measuring the semantic relation between concepts. It needs to construct a logical semantic similarity function after obtaining the semantic distances, and then the semantic similarity function can convert semantic distance to semantic similarity.
The semantic similarity function has some properties that confirm some of the common intuition regarding similarity.

1. \(0 \leq \text{sim} \leq 1\)
2. \(\forall a: \text{sim}(a,a) = 1\)
3. \(\forall a,b,c: \text{if } \text{Sem}_\text{Dis}(a, b) > \text{Sem}_\text{Dis}(a, c), \text{ then } \text{sim}(a, b) < \text{sim}(a, c)\)

Property 1 gives the range of semantic similarity function. For identical object \(a\) and \(b\), their similarity value is one. When two objects have nothing in common, their similarity value is zero. In other words, the output of similarity function should be in closed interval \([0, 1]\).

Property 2 states that the semantic similarity function is reflexive. This follows the intuition that any object should be identical to itself.

Property 3 shows the relationship between semantic distance and semantic similarity. For any object \(a\), \(b\), and \(c\), if the semantic distance between \(a\) and \(b\) is more than that of \(a\) and \(c\), the semantic similarity between \(a\) and \(b\) is less than that of \(a\) and \(c\).

We can immediately obtain some referenced semantic similarity function according to above properties, such as:

\[
\text{SF}_1 = \frac{1}{\text{Sem}_\text{Dis} + 1} \quad (2) \\
\text{SF}_2 = \frac{1}{\text{Sem}_\text{Dis}^2 + 1} \quad (3) \\
\text{SF}_3 = \frac{1}{\text{e}^{\text{Sem}_\text{Dis}}} \quad (4)
\]

The mainly difference among these functions is that they have different rate of descent with the distance increasing.

- \(\text{SF}_1\) is reciprocal descending function. It is a linear descending with the distance increasing.
- \(\text{SF}_2\) is square descending function. It is an accelerating descending with the distance increasing.
- \(\text{SF}_3\) is exponential descending function. It is a fast accelerating descending with the distance increasing.

The distinction of these function performance is less when \(\text{Sem}_\text{Dis}\) is small. But, with the increasing of \(\text{Sem}_\text{Dis}\), the latter two functions will be accelerating attenuation. \(\text{SF}_2\) and \(\text{SF}_3\) are not well fit for measuring semantic similarity under the condition of multiple hierarchy ontology.

In this paper, by comprehensive consideration, we take \(\text{SF} = \frac{1}{(p \times \text{Sem}_\text{Dis} + 1)} (0 < p \leq 1)\) as our semantic similarity function. Where, \(p\) and \(\text{Sem}_\text{Dis}\) decide the impact degree of semantic distance to semantic similarity. The concrete value of \(p\) obtains through experiment or related domain experts.

IV. EXPERIMENTAL EVALUATION

A. Evaluation Set-up

In this experimental evaluation, we are going to find the semantic similarity among author, writer, creator, illustrator and person. Consulting WordNet, we get the fragment of the ontology hierarchy concerning these concepts shows in Fig. 3.

In this experimental comparison, we take \(\text{SF} = \frac{1}{(0.2 \times \text{Sem}_\text{Dis} + 1)}\) as semantic similarity function, because it is pervasive in many conditions and can gain the valuable results than other two functions.

B. Evaluation Results

We present the performance and quality evaluation of our proposed method and other three similarity measures. The evaluation results shows as Fig. 4.

In Fig. 4, (a) is the results of synonymy similarity [13], (b) is the results of gloss overlap [14], (c) is the results of upward cotopic similarity [15], and (d) is the results of our proposed method: concept similarity measure based on semantic distance.

As shows in Fig. 4, synonymy similarity measure can only find the similarity between the same concepts, and gloss overlap measure is better than the synonymy similarity measure. The upward cotopic similarity measure and our proposed method are better than the above two methods. The upward cotopic similarity measure can find the semantic similarity between concepts, but the similarity score is low. Our proposed method can also get the semantic similarity between concepts, and the similarity score is high.
C. Evaluation Summary

1) Performance Measures: Time is an important indicator, because when matching industrial-size ontologies (e.g., with hundreds and thousands of nodes, which is quite typical for e-business applications), it shows scalability properties of our proposed method and its potential to become industrial-strength systems, because it is easy to obtain the weight of ontological concepts and the node routing table. The computation complexity of our method is constrained to be polynomial.

2) Quality Measures: Most similarity matching systems return similarity coefficients, rather than semantic relations, and our proposed method is similar to them. It is not exist that the absolutely precise criteria for measuring the semantic similarity between concepts, generally speaking, the larger similarity scores between concepts, the more semantic similarity. In addition, the experience of related domain experts is also a kind of recommended criterion.

In order to find how well our measure matching human intuition, we performed user studies on different people, all of whom are doctoral students, we considered them are all experts. Their major include philosophy, linguistics, artificial intelligence and information management. 85% of 20 accessed experts considered that our results closer to human intuition than other three methods.

V. CONCLUSIONS

In this paper, we present a concept similarity matching method based on semantic distance. It considers not only the inheritance relation between concepts, but also the level of concepts in ontology hierarchy. We conducted a comparative evaluation of our approach against three state of the art methods. The results empirically prove the strength of our approach.

Future work includes development of a robust semantic matching system. Also, we are planning to extend the semantic matching approach by computing the semantic distance among different ontologies, which might be more useful when different ontologies encode a domain of interest at different level of details. Developing a testing methodology which is able to estimate quality of the matching between ontologies with hundreds and thousands of nodes is also an interesting work. Here, the key issue is that in these cases, specifying expert matching manually is neither desirable nor feasible task, thus a semiautomatic approach is needed.

In addition, the Resource Space Model (RSM) is a semantic model for specifying, organizing and retrieving versatile resources such as image, text, webpage and link by classifying their contents according to different partition methods, organizing them into a multi-dimensional classification space, and normalizing the resource space for effective management [16] [17]. The semantic similarity matching between the resource space models or the semantic similarity matching between the resource space model and ontology, which are more interesting and researchable work, they are our next work.
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