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Outline 

o Introduction on object detection 

o Visual subcategory 

o Evolution of DPM 

o web-supervised visual recognition 

o Webly-supervised discriminative patch 

o Subcategory and dataset bias 



Question 

 

 

 

 

 
 

 

     What objects are where? 



Goal: detecting objects in cluttered images 

 

 

 

 

 

 

 

 
person, plant, cat, dog chair, sofa, car, bicycle, motorbike, table, plane, … 



Application 

 



Challenges 

Occlusion and clutter 

Variation in pose, viewpoint 

Variation in appearance 

Variation in illumination 



 













 



 



 



 



 



 



 



 



Subcategories 

 



 

The Evolution of DPM 
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Santosh’s Experiment 

S. Divalla, E. Efros, M. Hebert "How important are “Deformable Parts” in the Deformable Parts 
Model?", in ECCV 2012. 



 

Santosh’s Experiment 

S. Divalla, E. Efros, M. Hebert "How important are “Deformable Parts” in the Deformable Parts 
Model?", in ECCV 2012. 



Effect of varying # subcategories 

 

* S. Divvala, A. Effros, M. Hebert "Object Instance Sharing by Enhanced Bounding Box 
Correspondence" ,  BMVC’12.  



Long-tail distribution 

We need lots of templates,  have little data of ‘yoga twist’ poses 



Long-tail distribution 

* X. Zhu, D. Ramanan, "Capturing long-tail distribution of object subcategories",  In CVPR 2014.  



 

Instance sharing across subcategories 

* X. Zhu, D. Ramanan, "Capturing long-tail distribution of object subcategories",  In CVPR 2014.  



Web-supervision 



Web-supervision 

 

• GOAL: Use Internet contents instead of explicit human 
supervision. 

 

• Use internet contents (texts/images) for : 
– Subcategory discovery: 

• leveraging vast resources of online books to discover the 
vocabulary of variance. 

– Enrichment of poor subcategories: 
• Using gigantic amount of unlabeled images on Internet. 

 

 

 

 

* S. Divvala, "Learning everything about anything",  In CVPR 2014.  



 



 



• horse 

• grazing horse 

• jumping horse 

• rolling horse 

• reining horse 

• sledge horse 

• fighting horse 

• crazy horse 

• horse ears 

• last horse 

• sleigh horse 

• eating horse 

• horse head 

• … 

 +20K variations 

Query expansion 
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Pruning non visual ngrams 

• horse 

• grazing horse 

• jumping horse 

• rolling horse 

• reining horse 

• sledge horse 
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• crazy horse 

• horse ears 

• last horse 
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• eating horse 
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 Visual 

 Not Visual 



Identifying Visual Synonyms 

• horse 
• grazing horse 
• jumping horse 
• rolling horse 
• reining horse 
• sledge horse 
• fighting horse 
• crazy horse   
• horse ears 
• last horse   
• sleigh horse 
• eating horse 
• horse head 
• … 

 

+20K variations 



eating horse 

grazing horse 

jennet horse 

horse head 

jumping horse 

 sepoy horse 

horse eye 

horse head 

horse ear 

 front horse 

 fighting horse 

 barrel horse 

 rearing horse 

 sled horse 

 carriage horse 

horse jump 

racing horse 

morgan horse 



Taming Intra-class Variance 
Weakly-supervised 

Visual Subcategory DPM 

M. Pandey and S. Lazebnik, “Weakly Supervised Object Localization with DPM”, ICCV 2011. 





 



Webly-supervised discriminative patch 

• Can we go inside the box and find the discriminative 
patch? 

 

• Subcategory-aware discriminative patches. 

 

• Fixed-position patches. 









 



Relative Normalized Position 

 

Reference: X. Wang, M. Yang, S. Zhu, Y. Lin, Regionlets for Generic Object Detection, ICCV 2013. 







Train Exemplar-SVM 

Hariharan et.al. “Discriminative Decorrelation for Clustering and Classification”, ECCV 2012. 



Initial Patch Models 



Patch Deformability 

• Patch should NOT be fully fixed-position 

– Use NMS to find deformation of the patch 



Patch Selection 

• What are good patch? 
 

– Appearance consistency score 
• Repetitive visual pattern 

• Confidence score of E-LDA patch model 

 

 

– Spatial consistency score 
• Spatially consistent 

• Patch activation 

𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑎, 𝑏 = 
(𝑎∩𝑏)

(𝑎∪𝑏)
 



Patch Selection 

• Representativeness criteria 
– Intra-subcategory consistency 

 

 

 

• Discrimination criteria 
– Inter-Category discriminativity 

– Normalized median rank on a mixed set of subcategory images and a 
huge PASCAL negative set. 
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Patch re-training 

• Why? 
– E-LDA are shallow models  

– LDA and SVM models are highly correlated 

• Patch retraining: 
– Train initial patch models with LDA 

– Patch selection 

– Example selection 

– Then re-train the expensive models only for the 
selected Patches using Latent-LDA 



Select good example 



Prune noisy images 



Patch Calibration 

SVM 

Context 



Patch-based detection 

 



Results 
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• Holistic model beats the previous best on 13 classes 

• Previous best [Siva_ICCV11, Prest_CVPR12] uses    
weak human-supervision i.e., image/video labels, and 
Objectness 
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Holistic webly-supervised model is almost on 
par with supervised DPM on 4 classes 



 



 



 



 



 



 



 



Long-tail distribution 

We need lots of templates,  have little data of ‘yoga twist’ poses 



• Solution: Enrich poor subcategory models with 
statistical strength borrowed from other 
datasets 

Sharing across datasets 

Dataset-1 
Dataset-2 

○ Sample sharing ● Parameter sharing 



Training on dataset individually  

LabelMe 
Laten-SVM 

Person: 

PASCAL 

SUN 

Caltech 

Laten-SVM 

Laten-SVM 

Laten-SVM 

65.5 

75.1 

98.9 

57.8 



Concatenation of Datasets 

PASCAL 

Caltech 

LabelMe 

SUN 

Laten-SVM 

Person: 

63.7 

72.9 

98.0 

53.9 

* A. Torralba and A. Efross, "Unbiased look at dataset bias",  In CVPR 2011.  



Subcategory-based undoing bias 

* A. Khosla, "Undoing the damage of dataset bias",  In ECCV 2012.  

Extend the regularized multi-task learning framework* to the Latent Subcategory setting 



Experiments 

• Leave-one-dataset-out 
 

– Compare to LSVM on concatenated dataset 

 

Average improvement: 8.5%  



Experiments 

• Leave-one-dataset-out 
 

– Compare to SVM-based undo bias (SOA) 

 

Average improvement: 6.5%  




