Human Action Recognition in Still Images using Bag of L atent Poselets
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In this paper we proposed a new method for the l|prabof { )

structural human action recognition in single imagén this e i S I

work, we first extract all Poselets in the images ising as . wiD le WLD ﬂm‘lﬂ B
the descriptor of human’s activity. Then, we mdtellatent ST R NI
topics of human poses by using extracted vectadsPahSA. E E g
Finally recognize human’s action in a query imageusing —3 bt

the trained SVM on the extracted bag of latent RtseNe = ’
tested our method on PASCAL VOC2010 action claasifin Learning with SVM

dataset and the results show the significant imgnoents in
some action classes such as Walking and Running.
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Figure 1 : Workflow of the proposed method

Category PAV[3] | Our Method

1 | Phoning 63.3 67.3
Keywords: Latent pose, Poselet, Topic modellifigl.SA, SVM. 2 | Playinstruments| 44.2 38.9

3 | Reading 37.4 43.3
1 Introduction 4 | Riding bike 62 64.4

5 | Riding horse 91.1 86.8
Most of the works in the field of human action rgoition are 6 | Running 82.4 88.5
focused on video, and recognizing action from &tilhges, 7 | Taking photo 211 20.2
on the other hand, has not been widely studied. \Bait 8 | Using computer 54.2 44.3
believe this problem is important, not only to h@pled to 9 | Walking 82 84.3
videos, but also for being used directly for sevaraw Ave. 59.7 58.6
applications like image search and retrieval orrimet [1]. Table 1: Average Precision

The rest of the paper is structured as followseA# brief
explanation of the method with a comprehensive Wik of
it (Sec.2), some qualitative results are shown thedmethod
is compared with one of the recent papers on saoigdgm.

2 Proposed Method A Fi

In this work, we first train Poselets [2] on the etall images 3 Regqults

without paying attention to their action labels.efhprune . ]
some of these Poselets that are none-discriminatidefind This work was tested on recently introduced PASCADC

the action specific Poselets using the ad-hoc ndetlyoMaji 2010 dataset and our method achieves an average 386
et al. [3]. These extracted Poselets can lead usutidl a ©On the validation set which is comparable to theniig
Poselet Activation Vector (PAV) for every image. WAs an techniques in PASCAL VOC 2010.

efficient descriptor for images based on the acBeselets
inside it. Acknowledgements
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We then concatenate these PAVs to make a Poseletdge
matrix. This matrix is similar to the matrix of wbrby
document in the text space; so we use text-basgshaghes
for extracting the basic concepts of human posede(ita
Poselets). For this purpose Topic Modelling appheacare References
efficient andP-LSA method is what we used for this task. [1] W. Yang, Y. Wang, and G. Mori. Recognizing huma

Finally, we extract the introduced descriptorbaig of latent actions from still images. C\_/PR 2010.

Poseletfor all training images and train a linear SVM Lgsin[z]_ L Bou_rdev and J. Malik. POSEIGFS: Body part detscto

these feature vectors. This trained model is whaged for r2ining using 3d human pose annotations. ICCV 2009

recognizing the action label of human inside a mawery [3] S. Maji L. BourdevandJ. Malik Action Recognition

image in classification phase. from a Distributed Representation of Pose and Appes,
CVPR 2011.



