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ABSTRACT

Distributed graph processing has become a very popular research topic recently, particularly in domains such as the analysis of social networks, web graphs and spatial networks. In this context, graph partitioning is an important task. Several partitioning algorithms have been proposed, such as DFP, JABEJA and POWERGRAPH, but they are limited to static graphs only. In fact, they do not consider dynamic graphs in which vertices and edges are added and/or removed. In this paper, we propose a graph partitioning method for large dynamic graphs. We present an implementation of the proposed approach on top of the AKKA framework, and we experimentally show that our approach is efficient in the case of large dynamic graphs.

CCS Concepts

• Theory of computation → Dynamic graph algorithms; Distributed algorithms;

1. INTRODUCTION

In recent years, we have observed an enormous growth in the size of real-world graphs from multiple domains (e.g., social networks and web graphs). Consequently, large-scale distributed/parallel frameworks such as PREGEL [8], GRAPIHLAB [7] and GIRAPH [3] have emerged. Each framework introduces a new programming abstraction that allows users to describe their graph algorithms and a corresponding runtime engine that efficiently executes these algorithms on multicore and distributed systems. The common pattern in the programming abstractions of all these frameworks is that they need to partition the graph over multiple machines in order to allow scalability. The partitioning approaches can be divided into two categories: (1) vertex-based and (2) edge-based. In vertex partitioning, each partition is defined by the subgraph induced by a subset of the vertex set of the original graph. The edges that have its incident vertices in different partitions are called cut edges and may be considered as "communication channels" that the nodes will use to coordinate the different partitions [8]. In edge partitioning, partitions are defined by graphs induced by subsets of the edge set, where each edge is inside exactly one partition; this time, communication happens through frontier vertices, i.e., those that are present in more than one partition [11].

In our work, we are considering the issues of scale and dynamism in the case of edge partitioning approaches. We present DynamicDFEP, an edge partitioning method for large dynamic graphs. DynamicDFEP can be used to partition large graphs and also to update the partitioning when new edges and vertices are added or removed.

More specifically, our contributions are: (i) we introduce DynamicDFEP and its update strategies; (ii) we present an implementation of DynamicDFEP on top of AKKA framework, a toolkit and runtime for building highly concurrent, distributed, and resilient message-driven applications; (iii) we experimentally evaluate the performance of the proposed approach.

The rest of the paper is organized as follows. In Section 3, we present the problem formulation. We present some related works in the following section. Section 4 presents the DynamicDFEP framework. Finally, we describe our experimental evaluation in Section 5.

2. RELATED WORK

Many heuristic algorithms and greedy approaches have been designed to meet the challenges of the graph partitioning problem. While most algorithms perform vertex partitioning, a few solve edge partitioning, the topic of this paper.

METIS [5] is a vertex partitioning algorithm based on the Multilevel Graph Partitioning concept [4]. The input graph of METIS goes through three phases: i) the graph is coarsened into a sequence of smaller and smaller graphs, by collapsing pairs of vertices that form a maximal matching; ii) the coarsened graph is partitioned using the edge-cut bisection algorithm [9]; iii) the partitions are propagated back in the sequence of graphs and refined to adapt to the original graph. This approach has been adapted for parallel and distributed computing, but will find partitions of worse quality.

JABEJA [10] is a natively decentralized vertex partitioning algorithm. This approach will start by assigning a random partition to each vertex. They will then try to swap their membership with other vertices, trying to optimize a cost function based on the local edge-cut. This process is re-
peated in parallel until there are no changes, using simulated annealing to avoid getting stuck in local optima. An inherent advantage of this approach is that the partitions cannot change their size across the computation and therefore their balance can be guaranteed.

POWERGRAPH [1] presents a greedy approach that partitions a stream of edges. For each arriving edge, the algorithm will study two properties for each of the two connecting vertices: the number of edges of that vertex that have still to be processed and the set of partitions that already contain an edge of that vertex. The algorithm will assign the edge to the suitable partition using the following rules:

- if the two sets of partitions intersect, then the edge should be assigned to the smallest partition in the intersection.
- if the two sets of partitions are not empty and do not intersect, then the edge should be assigned to the smallest partition from the vertex with the most edges to be processed.
- if only one of the two sets of partitions is not-empty, then choose the smallest partition from that set.
- if both sets are empty, then assign the edge to the least loaded partition.

This algorithm can produce balanced partitions, but is susceptible to the specific order of arrival of the edges and the quality of its partitions decrease in a distributed setting.

3. PROBLEM FORMULATION

Let \( G = (V, E) \) be a undirected graph with \( n = |V| \) vertices and \( m = |E| \) edges. \( d_G(u) \) denotes the degree of the vertex \( u \) in \( G \), \( N(e) \) the set of two vertices that are connected by the edge \( e \).

The graph edge-partitioning problem can be defined as follows. Let \( G = (V, E) \) be an input graph and let \( k \) be the number of desired partitions. An edge partitioning of \( G \) a set of subgraphs \( \{G_1 = (V_1, E_1), G_2 = (V_2, E_2), \ldots, G_k = (V_k, E_k)\} \), such that

- \( E = \bigcup_{i=1}^{k} E_i \)
- \( \forall i, j : i \neq j \Rightarrow E_i \cap E_j = \emptyset \)
- \( \forall i : V_i = \{ u | e \in E_i \land u \in N(e) \} \)

Note that the partitions are made of edges, not vertices, and therefore each edge is part of exactly one partition. All vertices that connect edges of different partitions are called frontier vertices. Each frontier vertex will have two or more replicas, one for each partition that contains at least an edge of that vertex. A good partitioning provides balanced partitions, therefore we would like the size \( |E_i| \) of each partition to be as close as possible to \(|E|/k\). As a secondary requirement, we want to keep the number of frontier vertices as small as possible.

In this work, we consider the issues of scale and dynamism for graph partitioning and we aim to update the partitioning when new edges and vertices are added or removed.

3.1 Metrics

In order to evaluate all proposed approaches, we use the following metrics:

- **Runtime (T):** the running time of the actual implementation of the proposed approach.
- **Number of rounds (R):** the number of iterations needed to complete the execution of the algorithm.
- **Standard deviation of the partitions’ size (SD):** this metric is used to measure the balance of the graph partitioning. The actual value is defined by:
  
  \[
  SD = \sqrt{\frac{\sum_{i=1}^{k} \left( \frac{|E_i|}{|E|} - 1 \right)^2}{k}}
  \]

  where \( |E| \) is the size of the graph, \( |E_i| \) is the size of \( i^{th} \) partition, and \( k \) is the number of partitions.
- **Frontier vertices (FV):** The fraction of frontier vertices in the graph
- **Replicas (RN):** the number of replicas in the partitions. The average number of replicas per vertex is computed as follows:
  
  \[
  RN = \frac{\sum_{i=1}^{k} |C_{v_i}|}{|V|}
  \]

  where \( |V| \) is the total number of vertices and \( |C_{v_i}| \) is the number of partitions of vertex \( v_i \).

4. DYNAMIC DFEP

The main idea of our contribution is to find a suitable approach to process changes in a dynamic graph easily and efficiently. Assuming that the graph has already been partitioned, re-running a graph partitioning algorithm from scratch, just because a few vertices or edges have been added, is extremely inefficient. However, new vertices and nodes should still be processed and assigned to the right partitions.

In this section, we first discuss DFEP, the distributed partition algorithm that makes the initial partitioning. We then propose three different heuristics to insert new edges into the already partitioned graph, while keeping partitions balanced as much as possible. Furthermore, we propose a method to handle the deletion operations under the assumption of an already load-balanced partitioning.

4.1 DFEP

DFEP [2] is a previously published distributed partitioning algorithm based on diffusion. While a more complete description of the algorithm is available in the original paper, we can summarize it as follows:

1. We randomly choose a single node for each of the \( k \) desired partitions, and give it an initial amount of "funding" associated to that partition.
2. Each node will use its funding to the neighbors to try to "buy" additional edges. The partition will therefore buy the edges that are closer to the randomly chosen nodes and start getting bigger.
3. Since the initial amount of funding is insufficient for the partitions to cover the entire graph, additional funding is assigned to the partitions, in a manner inversely proportional to their size. A small partition (which may have been started far from the center of the graph) will receive more funding and therefore be more likely to grow than a larger partition.

4. Steps 2-3 are repeated until all edges have been bought by a partition.

Since partitions can only diffuse funding through edges that they themselves own, they will buy connected subgraphs of the original graph. The balance of their sizes is caused by the funding mechanism.

4.2 Update strategies

The main objective of this work is to find a suitable solution to process easily and efficiently dynamic graphs. In the next sections, we consider three alternative methods for dealing with the insertion of new edges and one method to deal with deletions.

4.2.1 Complete Partitioning method (Com-Ins)

The simplest method to react to changes to the graph uses a complete re-partitioning for the dynamic graph. This model destroys the old graph partitioning and all further information associated to the assignment and restarts from the scratch by running DFEP.

4.2.2 Partial Partitioning method (Part-Ins)

We suggest that inserting the new edge and change the graph structure without changing the partitioning of the graph can be useful to decrease the computation time. The partial partitioning is designed not to reformulate the partitioning of the graph for every incoming vertex or edge, but just adding vertices and edges to the previous partitions. The program initializes the subgraph and then executes a sequence of iterations to partition the sub-datasets.

This approach applies DFEP starting from the current partitioned graph. Since it starts with funding already distributed in the graph, it will need a very small number of iterations before all the new edges and vertices have been partitioned.

4.2.3 Unit-Based Insertion (UB-Ins)

We note that after running the initial partitioning, our algorithm keeps track of the amount of units that each partition has committed to each vertex and each edge. The amount of units of partition \( i \) in vertex \( v \) (respectively in edge \( e \)) is denoted by \( M_i[v] \) (respectively \( M_i[e] \)). Each edge \( e \) maintains \( \text{owner}(e) \), which denote its partition. The UB-Ins method exploits the existing funding in the outgoing vertices of each new edge in order to assign it to the best partition. The set of outgoing vertices of edge \( e \) is denoted by \( N(e) \). The algorithm used to partition the new edges is described in Algorithm 1.

First, UB-Ins computes, for each new edge, the amount of funding committed by each partition. Then, the \( \text{maxFunding}() \) function is applied on each new edge in order to choose the partition that committed the maximum amount of funding to buy the edge. Using this approach, there is no need to re-compute the DFEP partitioning since new edges can be assigned to a partition very quickly.

<table>
<thead>
<tr>
<th>Algorithm 1: Unit-based Insertion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>foreach</strong> ( v \in N(e) ) <strong>do</strong></td>
</tr>
<tr>
<td>for ( i \leftarrow 1 ) to ( k ) <strong>do</strong></td>
</tr>
<tr>
<td>( M_i[e] \leftarrow M_i[e] + M_i[v] )</td>
</tr>
<tr>
<td><strong>best</strong> ( \leftarrow \text{maxFunding}(e) )</td>
</tr>
<tr>
<td><strong>owner</strong>(( e )) ( \leftarrow \text{best} )</td>
</tr>
</tbody>
</table>

4.2.4 Balanced-graph deletion (Bal-Del)

Deletion of edges or vertices with adversarial choice is a very difficult task, therefore in this section we concentrate our efforts on the case in which removal is random.

- When we remove one node from the graph, it is mandatory to remove all edges directly connected to that node.
- When we delete an edge from the graph, it is mandatory to clean it from the list of affiliated edges for each outgoing vertices. In consequence, the two vertices lose their direct connection.
- After the deletion, the graph may become disconnected; its size decreases.
- Another disadvantage in this case is that the deletion may produce an unbalance in graph partitions.

After deleting vertices and edges, we measure the balance of partitions after the deletion. If the partitions are quite close and still balanced, no action is required, otherwise, we need to repeat the partitioning step using our complete partitioning method.

4.3 System overview

Figure 1 presents the global architecture of our implementation. Many copies of the user program are being executed on a cluster of machines. One of these copies acts as the master. The master decides how many partitions the graph will have and execute the update function in case of addition or deletion of vertices and edges. Furthermore, it is responsible for coordinating the activity of the workers.

Once the system is set up, DFEP will be executed and it will perform a partitioning of the edge set [2]. Once DFEP has completed its execution DynamicDFEP will wait for updates.

The incremental computation starts when the master performs an update in the graph structure. In order to update the graph, the master split the data into \( k \) partitions, distributes the data to the workers according to the hash method. Each worker receives its portion and starts to update the graph. When the worker terminates send a message to the master, in order to measure if the partitions are still balanced or if the re-partition is required.

5. EXPERIMENTS

We have performed an extensive set of experiments to evaluate the effectiveness and efficiency of our approach on a number of different real and synthetic datasets.

5.1 Experimental environment

We have implemented DynamicDFEP and the proposed update strategies on top of the Akka framework, a toolkit
and runtime for building highly concurrent, distributed, resilient message-driven applications. In order to evaluate the performance of DynamicDFEP, we used a cluster of 17 m3.medium instances on Amazon EC2. Each m3.medium instance contained 1 virtual 64-bit CPU, 3.75 GB of main memory, and 8 GB of local instance storage.

5.2 Experimental protocol

In order to evaluate the performance and the scalability of DynamicDFEP, we used the same dataset for both the partitioning and the update process. In order to simulate dynamism in each dataset, we use only 90% of the graph in the partitioning step and we insert the remaining 10% in the update step. Each experiment is repeated five times and the numeric results in the following sections consists of the average over all runs.

5.2.1 Experimental data

We used five real-world datasets in our experimental study (see Table 1). The used datasets are made available by the Stanford Large Network Dataset collection [6].

Table 1: Datasets used on the Amazon EC2 cloud

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Nodes</th>
<th># Edges</th>
<th>Avg. CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook-ego</td>
<td>4,639</td>
<td>88,234</td>
<td>8</td>
</tr>
<tr>
<td>Email-Enron</td>
<td>36,692</td>
<td>183,831</td>
<td>11</td>
</tr>
<tr>
<td>Amazon</td>
<td>33,4863</td>
<td>925,872</td>
<td>44</td>
</tr>
<tr>
<td>Youtube</td>
<td>1,134,890</td>
<td>2,987,624</td>
<td>20</td>
</tr>
</tbody>
</table>

5.2.2 Experiments

In this section, we empirically study the results of our update strategies.

Accuracy and speedup.

Figure 2 presents the experimental results of DynamicDFEP in terms of execution time. As shown in Figure 2, the update time is inversely proportional to the number of partitions. We note that the UB-Ins update strategy provide better results than other methods in terms of running time. We also note that the Com-Ins update strategy is faster than Part-Ins method (see Figure 2). This can be explained by the fact that Com-Ins needs more rounds than the Part-Ins update strategy.

We mention that the high efficiency of UB-Ins can be explained by that face that it only needs one round to complete which is convenient for very big graphs. For example, using 16 partitions, Youtube dataset took 3.32 seconds while Part-Ins and Com-Ins need respectively 807.61 seconds and 381.7 seconds to update the partitioning.

Balance.

In order to measure the quality of update, we need to measure the balance of partitions after insertion of new data. First of all, a good partitioning of the graph provides, as an input, to insert a set of new data, where new data is bought by the partition that provides more funding. We also note that the Part-Ins method generates more balanced partitions. This is due to the programming model of UB-Ins where new data is bought by the partition that provides more funding. We note that the Part-Ins method has a less magnitude than the Com-Ins method. This explains that Part-Ins method generates more balanced partitions. In addition, the Part-Ins method has not a big influence on the results given by the previous step of partitioning. For example, on Amazon dataset and using 2 partitions, the standard deviation is 184130 whereas after the insertion its value become 192107.28.

Table 2: Experimental results on Facebook-ego dataset

<table>
<thead>
<tr>
<th>Update strategy</th>
<th>k</th>
<th>Partitioning</th>
<th>Update</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>FN</td>
<td>FR</td>
</tr>
<tr>
<td>Part-Ins</td>
<td>2</td>
<td>164.8</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>125.4</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>101</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>58.2</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 3: Experimental results on Amazon dataset

<table>
<thead>
<tr>
<th>Update strategy</th>
<th>k</th>
<th>Partitioning</th>
<th>Update</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>FN</td>
<td>FR</td>
</tr>
<tr>
<td>Part-Ins</td>
<td>2</td>
<td>70.2</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>52</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>41.2</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>40.3</td>
<td>0.22</td>
</tr>
<tr>
<td>Com-Ins</td>
<td>2</td>
<td>70</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>54.2</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>40.6</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>39.8</td>
<td>0.2</td>
</tr>
<tr>
<td>UB-Ins</td>
<td>2</td>
<td>64.6</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>45</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>43.8</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>39.2</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Figure 1: Basic architecture of DynamicDFEP
As shown in Tables 2, 4, 3 and 5, the number of replicas after the update is greater than before the update, in almost all the datasets. We note that the UB-Ins method gives a tolerant distribution of vertices after the update, while Part-Ins and Com-Ins methods give a severe repartition. This can be explained by the diffusion of units on the vertices coming from different partitions to buy eligible free edges during the update process. However, a vertex can be processed by more than one partition and its eligible edges can be bought by different partitions. As a result, UB-Ins method performs much better than Part-Ins and Com-Ins.

To sum up, we compared the performance and the scalability of our proposal update strategies. In one hand, we concluded that the UB-Ins update strategy is better than other strategies in terms of runtime performance and number of rounds. In the other hand, Part-Ins and Com-Ins strategies show a high level performance according to the balanced distribution of data over partitions after the update process.

6. CONCLUSIONS

In our work, we are interested to the partitioning of large-scale, dynamic graphs. In our work, dynamism corresponds to the insertion and/or removal of one or more nodes and/or edges. We propose DynamicDFEP, a partitioning method for dynamic graphs. We also propose a set of update strategies that update the partitioning of a large graph when new edges and nodes are added and/or removed. We implemented the proposed approaches on top of akka, a toolkit and runtime for building highly concurrent, distributed, and resilient message-driven applications. By running experiments on real-world datasets, we have shown that the proposed update strategies are efficient in the case of very large graphs.
Acknowledgements
This research was partially supported by EIT Digital Project "Sensemaking Service: Entity Linking for Big Linked Data" - Activity Num. 16197 - 2016.

7. REFERENCES