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Peer-to-peer (P2P) has recently emerged as a promising model for supporting scalable
networks composed of autonomous and spontaneously cooperating entities. The key
concept in P2P is decentralization: the resources, the services, as well as the control
are not in charge of specialized nodes in the network, but each node (called peer in
this context) is directly involved in the management of all these aspects. Besides the
advantages of decentralization (autonomy, adaptability, collaboration, and dynamicity
just to mention few of them) one of the main drawbacks is the impossibility to predict
the topology of the network, thus leaving at run-time any decision about the management
of the interaction among the peers. For this reason, we consider useful to provide the
developers of P2P applications with a high-level coordination language to be exploited
to program the coordination among the peers. In this paper, we present PeerSpaces, a
new data-driven coordination model suitable for P2P networks, and we describe JPS, an
implementation of the PeerSpaces coordination model based on the JXTA peer-to-peer
technology.
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1. Introduction

The Peer-to-peer (P2P) paradigm is emerging as a promising infrastructure,
alternative to the traditional client-server or multi-tier architectures, for supporting
cooperative information systems (CIS), i.e. distributed collections of heterogeneous
information systems that are able to cooperate by coordinating their actions. Apart
from the unquestioned success of P2P file sharing applications like Napster\cite{38} and its
successors\cite{20,23}, that have rapidly defined a new widely exploited way of exchanging
information, the P2P approach is gaining an increasing success in fields traditional
for CISs, such as distributed databases\cite{1} and multi-agent systems\cite{32}.

Informally, P2P networks are distributed systems based on the concept of re-
source sharing by direct exchange between peer nodes (i.e., nodes having the same
role and responsibility). Different form of resources are encompassed: computing
power\cite{3}, storage capacity\cite{35,10}, content\cite{38,20,23} and even human presence\cite{22}. This
paradigm differs from the traditional client-server model where only a small number
of servers are allowed to satisfy service requests from a potentially large number of clients, thus promoting a clear subdivision of roles in the system.

The concept of P2P is not new: the original Usenet\textsuperscript{17}, for example, was built over a peer-to-peer dialup network called UUCP. Similarly, in the beginning, all nodes of the Internet were peers that cooperated in routing packets among themselves. As these system grew, however, the original P2P design has been lost. Currently, the Internet has evolved into a more hierarchical, client-server structure, in which a relatively small number of servers provides services to millions of client machines that simply act as service consumers.

The recent renewed interest in P2P can be attributed mainly to the enormous success of applications like Napster\textsuperscript{38}, and more recently Gnutella\textsuperscript{20} and Freenet\textsuperscript{23}. These systems enable end-users to establish a file-sharing network for exchanging digital documents including music, movies and software, and have shown to be capable to exploit what has been called “the dark matter” of the Internet, i.e. the huge number of resources (storage, CPU cycles, content) available at the edges of the network. Furthermore, the P2P paradigm has received the attention of both industry and academia. Some big industrial efforts include the P2P Working Group\textsuperscript{30}, led by many industrial partners such as Intel, HP and Sony; and JXTA\textsuperscript{18}, an open source effort led by Sun. In the academia, several projects focused on P2P overlay networks have been started\textsuperscript{11,31,36,43}.

Modern P2P networks and traditional distributed systems differ in several important aspects. First, P2P applications reach out to harness the outer edges of the Internet and consequently involve scales that were previously unimaginable. Second, P2P by definition excludes any form of centralized structure; control is required to be completely decentralized, and peers cooperate together by exploiting the locality of their interactions. Finally, the environments in which P2P applications are deployed exhibit extreme dynamism in structure, content and load. The topology of the system typically changes rapidly due to nodes voluntarily coming and going or due to involuntary events such as crashes and partitions. The load in the system may also shift rapidly from one region to another, for example, as certain files become “hot” in a file-sharing system. For these reasons, modern P2P systems are required to show a large degree of self-configuration and self-management properties.

Clearly, self-configuration and self-management have also a significant drawback: each peer must be programmed in such a way that it is able to autonomously manage, at run-time, its interactions and interconnections with its environment. From the point of view of the developer of a P2P application, this means that s/he is responsible for programming the interaction among the peers. The current approach, supported e.g. by P2P platforms such as JXTA\textsuperscript{18}, is to program these aspects exploiting protocols provided by the underlying infrastructure. For example, JXTA comprises protocols that allow a peer to publish the services it is ready to provide, to discover the peers available in the environment, to open connections
with some of these available peers, to close connections that are no longer useful, etc.

Programming the interaction among peers using these low-level protocols is not an easy task due to the dynamicity of the network: its topology cannot be predicted at design time, and it is also difficult to be monitored at run-time. Indeed, new peers can frequently enter and old peers can freely exit the network without any explicit advertisement. Our proposal for alleviating this difficult task is to provide the P2P application developer with a higher-level language for programming these aspects.

We design such a high level language following the typical approach suggested by coordination models and languages\textsuperscript{10}. According to this approach, the specification of the internal behaviour of the components in a distributed computation or application should be distinct and separated from the specification of their interaction and dependencies. A coordination model defines the medium that the components exploit in order to coordinate, as well as the rules governing the interaction between the components and the coordination medium. On the other hand, a coordination language is a linguistic embodiment of a coordination model, i.e. it is the language that can be used to program the interaction among components according to the coordination model.

As a starting point in the design of this language we consider the most prominent coordination language, i.e. LINDA\textsuperscript{15}, and its underlying data-driven coordination model. LINDA is based on the so-called generative communication which is realized by means of the insertion, reading, and withdrawal of elements from a shared bag of data. More precisely, generative communication is based on the following principles. A sender communicates through a shared data space (called tuple space, TS for short), where emitted messages are collected. The receiver can read or consume the message from the TS, indicating with a template the kind of message it is interested in. In this way the access to the data is associative, in the sense that data are retrieved according to their contents and not depending on their location or their producer. This form of communication is referred to as generative because a message generated by a process has an independent existence in the TS until it is explicitly withdrawn by a receiver; in fact, after its insertion in TS, a message becomes equally accessible to all processes, but it is bound to none.

In the last decades, the data-driven approach has been successfully adopted in a huge variety of systems and applications, spanning from parallel computing\textsuperscript{9} to Web-based agent systems\textsuperscript{10}. Recently, this approach has been adopted also by relevant coordination platforms for distributed Java programming; see, e.g., the Sun Microsystems JAVASPACE\textsuperscript{41} or the IBM T-Spaces\textsuperscript{42}.

When trying to adapt the data-driven coordination model to P2P networks, the first problem which is encountered deals with decentralization. Decentralization is the key concept in P2P, whilst it contrasts with the TS that is a logically centralized entity. By logically centralized we mean that the TS has its own identity and its
own state independently of the location where the data are actually stored.

In the literature we can find several extensions of the LINDA coordination model which support some form of decentralization. A significant family of coordination models (see, e.g., JAVA SPACES\textsuperscript{41}, KLAIM\textsuperscript{14}, TuCSoN\textsuperscript{28}, and LOGOP\textsuperscript{39}) introduces the possibility to deal with several data spaces located in different locations. According to this approach, in order for a component to access one data space, the knowledge of the corresponding location is required. Moreover, some of these proposals (see, e.g., the extension of the TuCSoN model\textsuperscript{33} or LOGOP\textsuperscript{39}) allow also to access to more spaces at a time.

The form of decentralization embodied in these proposals essentially corresponds to the possibility to support the coexistence and interaction among different logically centralized data spaces that are possibly located at different sites. A more recent family of decentralized LINDA-like coordination models\textsuperscript{29,25,26} supports a finer grained form of decentralization. Tuples are not associated to a specific space, but each tuple has its own location. Tuple spaces are then obtained as overlay structures that group together tuples possibly located at different sites. For example, in LIME\textsuperscript{29} tuples are associated to agents, which are software components running on hosts. A group of connected hosts form a confederation. All the agents running in the same confederation share the same data space (called Transiently Shared Dataspace): this data space is obtained at run-time grouping together the tuples stored in the agents currently running on the confederated hosts. Logical mobility is supported in the sense that agents can move from one host to another. Physical mobility, on the other hand, is supported in the sense that hosts can move by joining and leaving confederations. When a host/agent leaves (resp. joins) a confederation, the tuples stored in that host/agent leave (resp. join) the corresponding data space.

In this second approach to decentralization, the P2P philosophy is adopted in the sense that the components of the system are at the same time both clients of the data space (e.g. they produce and retrieve data) as well as servers (because they behave also as data storages). However, P2P networks like Gnutella\textsuperscript{20} or Freenet\textsuperscript{23} embody features that are different.

In a P2P scenario, the involved entities (peers) are dynamic, i.e., they can frequently connect and disconnect, but they are not necessarily mobile. Mobility is not a peer-to-peer requirement in general. Moreover, a peer usually incorporates a level of autonomy which is different from that of an agent as in LIME. For instance, consider two peers in execution on the same device, each one having different connections to the other peers. For this reason, it is not possible to reasonably partition the peers in distinct confederations as done in LIME, where the agents running on the same host inherit the same connections from the host itself.

In light of these observations, we can see that an adequate data-driven coordination model for P2P networks is still lacking. In order to cover this gap, we introduce

\textsuperscript{*}See the Related Work section for a more detailed description of related coordination models and languages.
a new coordination model named PeerSpaces. The main novelties of PeerSpaces can be divided in two classes: those concerning data production and those related to data retrieval.

As far as data production is concerned, we permit to associate the produced data to one of three possible attributes:

- the located attribute characterizes those data that are strictly associated to a peer: these data will be stored in the local data space of the referring peer until they are explicitly withdrawn;

- the generic attribute indicates those data that, on the other hand, can be transparently moved from one peer to another one: this is useful, e.g., in order to support load-balancing mechanisms aiming at locating the data close to those regions of the network in which they are more frequently accessed;

- the replicable attribute is associated to those data that can be transparently replicated, thus stored in the local data spaces of several peers: this is useful in order to increase the availability of these data inside the network.

As far as data retrieval operations is concerned, we observe that it is not reasonable to search for a datum in the whole network of peers. Indeed, the size of the network could be very huge and its topology could significantly change during this time consuming retrieval operation. For this reason, we have extended data retrieval operations with an extra parameter which indicates the horizon of interest; by horizon we mean a subpart of the peers in the network to be taken into account during the data retrieval operation.

This new extra parameter supports the possibility to explicitly choose among different views of the overall decentralized data space; more precisely, it supports intra- and inter-peer flexible views. By intra-peer flexible views we mean the possibility for a peer to consider different horizons; by inter-peer flexibility we mean the possibility for two different peers to exploit different views.

In order to study the feasibility of our PeerSpaces coordination model we have developed JPS, a coordination service for the JXTA infrastructure, which is based on PeerSpaces.

The remaining of the paper is structured as follows: Section 2 reports the rationale behind the guidelines we have followed in the design of PeerSpaces; Section 3 presents the formal definition of the coordination model; Section 4 presents the implementation of JPS; Section 5 discusses the related literature; and finally Section 6 draws some conclusive remarks.

2. Towards PeerSpaces

In this section we present the guidelines we have followed in the design of PeerSpaces. In order to clarify our design choices we will use a running example inspired by the so-called slashdot effect. This effect typically occurs in web-based in-
formation systems exploiting high volume news web sites (see, e.g., slashdot.org, linustoday.org, and freshmeat.net) in order to announce the availability of new resources on the Internet. The slashdot effect corresponds to a spontaneous high rate of requests sent to the server providing the new resource just after its announcement. Due to this huge amount of requests, the availability of the resource is no more guaranteed because the server could be overwhelmed by the requests.

The slashdot effect is a consequence of two forms of centralization: the high volume news web site and the server providing the resource. An equivalent information system based on the P2P philosophy could avoid these two forms of centralization, thus eliminating the slashdot effect and its negative consequences. The dissemination of the announcement inside the network, e.g., could be alternatively obtained as follows: the server communicates to its neighbours the availability of the new resource, each of these neighbours forward the advertisement to its relative neighbours, and so on. The availability of the resource, on the other hand, could be improved simply by relocating (or even replicating) the resource inside the network of peers.

2.1. Shared Data and Coordination Information

As described in the Introduction, we use shared data to represent the information needed for supporting the coordination among the peers. Differently from other coordination models, in PeerSpaces we do not fix a specific predefined form for these data; we assume that the structure of the data is defined during an implementation of the PeerSpaces model. For instance, an implementor could choose among Linda-like tuples, XML documents, Java objects, etc.

The choice of the structure to give to the data depends on the class of applications for which an implementation is devised. There are several important aspects that should be taken into account: we identify three of them: (i) the structure of the data should be flexible enough to represent all the kind of information needed during the coordination of the peers, (ii) the format of data should be accessible and readable from all the interested peers, (iii) the size of the data should be light enough to permit an easy and fast exchange of the data among the peers.

As far as (i) is concerned, information such as the services that a peer can provide to the environment, or the description of the resources available in a particular region of the P2P network, should be representable. For instance, in the Introduction we have already discussed the flexibility of the tuple-based approach that have been successfully exploited in very different scenarios spanning from parallel computing to web-based agent systems.

Interoperability issues are concerned with (ii). P2P systems usually support heterogeneous devices: all these different kinds of devices should be able to access and to understand the content of the shared data. Data modeled via Java objects or XML documents could tackle this problem.

As far as (iii) is concerned, it is worth to point out that coordination media are
usually exploited for sharing only the coordination information: these are typically
light information. In the case two entities are interested in exchanging huge amount
of data (such as a digital video or part of a database) they can open a direct con-
nection without influencing the data space. In this way, we avoid the introduction
of huge-sized data inside the data space. This approach is typically adopted also in
P2P applications (see e.g. Napster38) where the exchange of huge files is realized
out-of-band, i.e. opening a direct and independent connection between the two
end-points of the communication.

2.2. Data production

As described in the Introduction we do not assume any centralized storage for
the TS, but we assume that each datum resides on a specific peer. Any datum can
be accessed by any other peer, provided that there is a direct connection, or a path
of adjacent connections, between the peer reading the datum and the peer on which
the datum resides.

According to the P2P philosophy, we expect that PeerSpaces supports both
context-aware and context-transparent data production. Context aware applications
are those that access both the system configuration context and the data context
explicitly. For example, consider a file stored on a specific node of a P2P network
and which requires, in order to be accessed, the knowledge of its current location.
On the other hand, context transparent applications can be developed without
explicit knowledge of the current context. Consider, e.g., a retrieval operation in
a P2P information system that does not take into account where the information
is stored, but the only need is that the information is available in some reachable
node.

In order to support context-awareness, it may be useful to locate a new datum
on a specified peer. This feature could be used to model resources or information
that are strictly connected to an entity of the system, hence they must disappear
when the entity becomes disconnected. As an example, consider data representing
resources/services provided by a peer: if these data are stored inside the peer itself,
it is ensured that the data are co-located and will move with the resources/services
they describe. To achieve this, it is necessary to support context-awareness, in the
sense that the programmer of the application explicitly indicates where the new
datum should reside. These kind of data are named located data in PeerSpaces.

As far as context independence is concerned, we devise two possible ways for
supporting it. The first one is represented by generic data. In the spirit of the gen-
erative communication approach, a datum belonging to this class has an existence
which is completely independent from its producer. Hence, the coordination infra-
structure may decide to locate this datum in any of the available storages, as well
as to move the datum according to some system or application specific needs. As
an example, consider load balancing or accessibility improvement. An interesting
aspect related to this form of datum is the so called time- and space-uncoupling16:
data are accessed independently of both the time when they are produced and the peer that created them. This kind of datum can be useful, e.g., to achieve a form of disconnected master-worker interaction. Masters periodically produce tasks that should be executed by one of the available workers. To support this form of interaction in our context, masters can connect to the P2P network when they need to ask for the execution of a task. The request can be expressed in terms of a generic datum. When a worker is ready to execute a task, it can connect to the network and ask for the availability of some generic request: after the reception of a request, the worker can execute the task disconnecting from the network.

The second form of context transparency we consider can be exploited in the case the datum represents an information, or a resource, that cannot be explicitly consumed. For instance, an event such as the final result of a football match is an entity that has a starting time, but it has no termination time. Moreover, this kind of information does not change during its lifetime. Due to these features, these data can be freely replicated without any problems related to consistency. Other kinds of data, e.g., the description of an available resource, cannot be freely replicated because when the resource is removed from the system, also all the data describing it should be withdrawn. In order to take advantage of the possibility to freely replicate these data, we intend to support in our coordination model a specific class of data that we name replicable data. The advantage of exploiting this kind of data is that the coordination infrastructure can exploit a transparent replication of these data in order to improve their availability to the peer community.

As described above, due to their nature the replicable data cannot be explicitly withdrawn. In order to support the garbage collection of replicas no longer of interest (e.g., because outdated), our coordination model PeerSpaces permits to associate to each datum an expiration time. After expiration, the coordination infrastructure can freely decide to remove the expired data in order, e.g., to free storage resources.

As we will describe in the next section, we do not fix any pre-defined model for specifying the expiration time in the PeerSpaces coordination model. Indeed, we think that each implementation of the model could exploit a different approach. For instance, a typical approach introduced by JAVASpaces is to consider data as leased resources: the producer of a datum explicitly indicates its time of duration, after which the datum can be removed. Other models could, on the other hand, take specific events under consideration: for instance, remove a datum only when a more updated one is produced.

Now we discuss a possible exploitation of the different kinds of data in our running example. The announcement of the availability of a new resource provided by a peer (say the provider), could be encoded in terms of a replicable datum containing the description of the resource and the name of the provider. This datum will be transparently replicated and each replica will be transparently moved inside the network in order to increase the availability of the announcement.
When a peer (say the user) accesses the advertisement, it becomes aware of the new resource and of the name of the provider. The client can send a request of usage of the resource simply by producing a datum which is located in the local data space of the provider. The server may produce an answer as result of the execution of the request: we consider two different cases. If the answer is of interest only for the user, it can be encoded in terms of a datum which is located in the local data space of the user only; on the other hand, if the answer is of interest for all the network, it can be encoded in terms of a generic datum that will be transparently moved inside the network (in order to become available to the maximal number of peers) until it is explicitly withdrawn.

2.3. Data retrieval

Concerning data retrieval mechanisms, we observe that it is useful to provide the peers the possibility to define their own visibility horizon of the system, instead of forcing a predefined scope, as it happens, e.g., in Linda and in Lime. In fact, in the first case the scope coincides with the whole data space, while in the second one the scope is formed by the union of the contents of the repositories of the currently federated hosts.

This idea may be realized by equipping each retrieval operation with an extra parameter specifying the actual scope to be used. A reasonable metric for scope definition is the Time To Live (TTL), corresponding to the relative distance between the peer hosting the datum and the peer performing the operation in the current topology.

The possibility to explicitly associate different horizons of interest to the data retrieval operations adds two levels of flexibility. The first level, that we call intra-peer, permits to the same peer to take under consideration different groups of peers during different phases of its interaction with the environment. For example, if a coordination information is needed within a short time, only directly connected peers can be introduced in the horizon of interest (TTL = 1). On the other hand, a larger group of peers (TTL > 1) can be considered while retrieving information that describes remote regions of the network. Similarly, two peers can consider two different horizons at the same time: we refer to this possibility as inter-peer flexibility.

In our running example, we can exploit two different kinds of data retrieval operations: the former performed by the user to read the advertisement, the latter executed by the provider in order to consume the request. In the first case, it could be convenient for a client to perform a read operation considering a large horizon, i.e., an high TTL number; in this way, the possibility to find the advertisement is increased. In the second case, the provider performs a data consumption operation in its local data space; this corresponds to a destructive read operation performed with TTL equal to 0.
3. The PeerSpaces Coordination Model

Following the approach of Busi et al.\textsuperscript{7}, we describe the PeerSpaces coordination model providing a formal way to represent the possible configurations of the system, plus a transition system indicating how these configurations may evolve according to the execution of the coordination operations.

In our opinion, the definition of a formal framework represents a necessary step in the development of a coordination model. The definition of the formal semantics permits to specify in a rigorous way what is the intended behaviour of a system and to clarify some subtleties that can arise in the model. This formal specification turns out to be very useful both for the user — which can figure out what are all the possible outcomes of a system — and for the implementor — which can know the constraints that the implementation must satisfy. Although this aspect is important also in the field of sequential programming, the need for a precise specification of the semantics becomes critical in the field of concurrency, where the nondeterminism provoked by the variety of possible interplays between the components of the system could underhand lead to unexpected or unwanted behaviours. As witnessed by\textsuperscript{7} and by the literature quoted therein, a rigorous specification of the semantics turns out to be very useful to compare and to discriminate the expressive power of alternative design choices of various coordination primitives. A further advantage of the formal semantics could be to open the possibility to adapt verification techniques developed for process algebra (such as, e.g., bisimulation and model checking) to the analysis of the behaviour of coordination models.

In the definition of the formal semantics of a model, some choices have to be performed, regarding, e.g., the degree of concreteness in the representation of some features of the system. As far as the modeling of data is concerned, in\textsuperscript{7} the authors were interested in modeling and comparing different coordination languages, with particular emphasis on the coordination primitives; to this aim, in that work we completely abstracted away from the structure of data. Although we are not interested in committing to a particular structure of data, in the present work we are interested in modeling the possibility to embody some relevant information (such as, e.g., peer identifiers) inside data. To this aim, we will adopt the modeling of communication described below.

Let $Data$, ranged over by $d$, $e$, $\ldots$, be the set of the data that can be exchanged by the peers. As we abstract away from the specific structure of the data, to lighten the formalization we suppose that the set $Data$ contains representations for both the elements contained in the data space and the templates specifying the kind of data required by a data retrieval operation. For example, if we consider the LINDA data model, a datum consists in a sequence of values, whereas a template is a sequence of both values and variables. To this aim, we provide our model with two abstract operations on data, which will be instantiated when a particular data representation is chosen: the predicate $Match(d,d')$ checks if the template of a data retrieval operation matches a datum, whereas the operation $P\{d'/d\}$ updates the
continuation of a data retrieval operation with the new information obtained from the datum that has been withdrawn (or read) from the data space. For example, in the LINDA data model $P[d' / d]$ substitutes each variable appearing in the template $d$ with the corresponding value in the datum $d'$, in the continuation $P$.

For each datum $d$, we denote with $d_g$ (resp. $d_r$) a generic (resp. replicable) instance of datum $d$. As described in the previous section, by generic instance of a datum we consider a datum that can transparently migrate from one peer to another one, while by replicable instance we consider a datum that can be transparently replicated in different peers. Formally, let $Data_g = \{d_g \mid d \in Data\}$ and $Data_r = \{d_r \mid d \in Data\}$ denote the set of generic and replicable data, respectively.

A peer is a triple, denoted by $p[p, DS]$, where $p$ is the peer identifier, $P$ is the program the peer is executing, and $DS$ is the data space local to the peer. Formally, we denote by $Pid$ the set of the peer identifiers ranged over by $p, q, \ldots$

We consider four possible output operations: local, remote, generic, and replicable (informally described in the previous section). In order to distinguish among these four possibilities, we add to the output operation a parameter which is taken from the set $Target = Pid \cup \{Here, Gen, Rep\}$. The peer identifiers in $Pid$ can be used to denote the target of a remote output, while the keywords $Here, Gen, Rep$ denote local, generic, and replicable output, respectively. Let $t, t', \ldots$ range over $Target$.

As far as the data retrieval operations are concerned, we have to provide a way to denote the actual horizon to be used. One may consider different notions of horizon, e.g., all the peers that can be reached in a certain amount of time or within a close region of the network. As discussed in the previous section, in P2P networks a typical metric that is used to denote the proximity of peers is the so-called time-to-live (TTL for short). Thus, we denote horizons using $h, h', \ldots$ ranging over natural numbers. These natural numbers represent the maximal relative distance (expressed in terms of number of peer connections) between the peer performing the data retrieval operation, and the peer where the datum is retrieved.

We are now ready to introduce the grammar describing the peer programs. Let $Prog$, ranged over by $P, Q, \ldots$, be the set of terms defined by the following grammar:

$$ P := \emptyset \mid \mu.P \mid P | P \mid K $$

$$ \mu := write(d, t) \mid take(d, h) \mid read(d, h) $$

where the term $\emptyset$ denotes the empty program, $\mu.P$ is a program prefixed by a coordination operation, $P | P$ is the parallel composition of two programs, and $K$, which is taken from a generic set of program constants Const, is equipped with a definition $K = P$. Program constants can be used, e.g., for recursive definition of programs. For instance, $Prod = write(a, Here).Prod$ is a program able to introduce an unbounded amount of instances of datum $a$ in the local data space.

The order in which parallel programs are composed has no importance; moreover, the empty program $\emptyset$ is not relevant when composed in parallel with other programs. To deal with this formally, we reason up to rearrangement of the order.
of composition, as well as garbage collection of the program $0$. Let $\equiv$ be the least congruence on programs satisfying the following axioms:

$$P|Q \equiv Q|P \quad (P|Q)|R \equiv P|(Q|R) \quad P|0 \equiv P$$

As we will discuss in the following, we do not distinguish two programs $P$ and $Q$ when $P \equiv Q$. This is guaranteed by rule (15) of Table 3 ensuring that two congruent programs give rise to the same computation steps.

We are now ready to formally define the set of peers as follows:

$$\text{Peer} = \{p[P, DS] \mid p \in Pid, P \in \text{Prog},
DS \in \mathcal{M}(\text{Data} \cup \text{Data}_2 \cup \text{Data}_3)\}$$

where we use $\mathcal{M}(S)$ to denote the set of multisets over $S$. To lighten the notation, we will sometime omit the parenthesis in the case of singletons (i.e., we denote $\{a\}$ simply with $a$).

A network of peers (see the formal definition of $Net$ below) consists of a triple composed of a set of peers, a connection relation which indicates whether two peers are currently connected, and a multiset of misplaced data, representing data which have been emitted towards a remote peer and have not reached their destination yet. More precisely, a misplaced datum is represented by a triple, denoted with $(d)_p$, indicating a datum $d$ emitted from the peer $p$ towards $p'$.

The connection relation is denoted with $\bowtie$; by $p \bowtie p'$ we mean that the peer $p'$ is in the set of the peers at distance 1 from $p$.

Formally, we define the set of the peer-to-peer networks $Net$, ranged over by $Ps$, $Ps'$, $\ldots$, as follows:

$$Net = \{(Ps, \bowtie, MD) \mid Ps \subseteq \text{Peer}, \bowtie \subseteq Pid \times Pid,
MD \in \mathcal{M}(\text{Data} \times \text{Prid} \times \text{Prid})\}$$

In order to avoid two peers to have the same peer identifier, we assume that, for each $Ps \in Net$, the following condition holds:

$$(p[P, DS] \in Ps \land p'[P', DS'] \in Ps \land p = p') \implies
(P = P' \land DS = DS')$$

In the following we use $\oplus$ to denote set union as well as multiset union, the actual meaning is made clear by the context.

**Example 1.** As an example, consider a network composed of a resource provider and three users.

The provider announces the availability of a new resource by producing a replicable datum; then, it waits for the arrival of service requests in its local data space. Two kinds of service are provided. The first service produces a specific answer, that is of interest only for the user who performed the query. Hence, the datum containing the answer is sent to the user data space. On the other hand, the second service
produces a general answer that could be interesting also for other users; in this case, a generic datum is produced.

After reading the announce of the availability of a new resource, a user produces a service request in the provider data space. If the answer to the request is of general interest, then the user looks for the answer in a wide horizon; otherwise, the user will wait for the answer in its local data space.

The system is defined by the following term:

\[(p1[Advertise, \emptyset] \oplus p2[UserSpec, \emptyset] \oplus p3[UserGen, \emptyset] \oplus p4[UserGen, \emptyset]) \triangleright \emptyset, \emptyset)\]

where

- **Advertise** = write(newRes@p1, Resp)(SpecProvider|GenProvider)
- **SpecProvider** = take(specReqFrom(x), 0).write(specAns, x).SpecProvider
- **GenProvider** = take(genReq, 0).write(genAns, Gen).GenProvider
- **UserSpec** = read(newRes@x, 10).write(specReqFromp2, x).
  take(specAns, 0)
- **UserGen** = read(newRes@x, 10).write(genReq, x).
  read(genAns, 10)

The templates used in this example are newRes@x and specReqFrom(x), whereas examples of data are newRes@p1, specReqFromp2, specAns and so on. In this example, we assume that Match(newRes@x, newRes@p1) holds, as well as Match(newRes@x, newRes@p3); on the other hand, we assume that Match(newRes@x, specReqFromp1) does not hold. When the template of a data retrieval operation matches a datum in the data space, each occurrence of the variable between parenthesis in the template is replaced by the corresponding part of the datum in the continuation of the process performing the data retrieval. For example, when process UserSpec reads the datum newRes@p1, its continuation becomes write(specReqFromp2, x).take(specAns, 0)\{newRes@p1/newRes@x\} = write(specReqFromp2, p1).take(specAns, 0).

The connection topology of a peer-to-peer network may evolve, during the lifetime of the system, due to peer disconnections, peer mobility, failure of connections, etc. The dynamic aspects of the system are modeled by the relation \(\rightarrow\) (Pid × Pid) × (Pid × Pid). More precisely, we use \(\triangleright\) to denote the fact that the connection relation \(\triangleright\) evolves into \(\triangleright\). We consider a small-step evolution of the connection relation, namely, a single pair of peer identifiers can be added or removed from the connectivity relation in a single evolution step. The relation \(\triangleright\) is defined by the following axioms:

\[
\triangleright \rightarrow \triangleright \cup \{(p, p')\} \quad \text{if} \quad (p, p') \notin \triangleright \\\\\\\text{and} \\\\\\\text{if} \quad (p, p') \in \triangleright
\]

We are now ready to introduce the operational semantics of our coordination model as the transition system \((Net, \rightarrow)\) where \(\rightarrow\) is the least relation satisfying the axioms and rules reported in Tables 1, 2, and 3.
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\[
\begin{align*}
(1) & \quad (p[\text{write}(d, \text{Here}).P|Q, DS] \oplus P_s, \bowtie, MD) \rightarrow \\
& \quad (p[P|Q, DS \oplus d] \oplus P_s, \bowtie, MD) \\
(2) & \quad (p[\text{write}(d, \text{Gen}).P|Q, DS] \oplus P_s, \bowtie, MD) \rightarrow \\
& \quad (p[P|Q, DS \oplus d_g] \oplus P_s, \bowtie, MD) \\
(3) & \quad (p[\text{write}(d, \text{Rep}).P|Q, DS] \oplus P_s, \bowtie, MD) \rightarrow \\
& \quad (p[P|Q, DS \oplus d_r] \oplus P_s, \bowtie, MD) \\
(4) & \quad (p[\text{write}(d, p').P|Q, DS] \oplus P_s, \bowtie, MD) \rightarrow \\
& \quad (p[P|Q, DS] \oplus P_s, \bowtie, MD \oplus \langle d \rangle_{P'}) \\
(5) & \quad \text{if } p \bowtie p' \\
& \quad (P_s, \bowtie, MD \oplus \langle d \rangle_{P'}) \rightarrow \\
& \quad (P_s, \bowtie, MD \oplus \langle d \rangle_{P'}) \\
(5') & \quad \text{if } p \bowtie p' \\
& \quad (p'[P, DS] \oplus P_s, \bowtie, MD \oplus \langle d \rangle_{P'}) \rightarrow \\
& \quad (p'[P, DS \oplus d] \oplus P_s, \bowtie, MD)
\end{align*}
\]

Table 1: Data production.

In Table 1 the semantics for data production is defined. Axioms (1–3) define
the execution of a local, generic, and replicable output operation, respectively. In
all the three cases, the effect is the introduction of the corresponding new datum
in the local data space. We impose that the new datum is introduced in the local
data space also in the case of generic and replicable data. This is useful in order to
be sure that an instance of the datum is available (at least in the data space of the
source peer) immediately after the execution of the output operation. The datum
will be moved/replicated in other peer data spaces according to the load balancing
policy (see rules (12) and (13)).

As far as the remote output operation is concerned, different interpretations may
be considered. For example, one could follow a synchronous approach, according to
which a remote output operation can be executed only if the target peer is currently
connected with the source peer. On the other hand, according to an asynchronous
approach the operation may be divided into two distinct phases, the emission of the
datum and the subsequent introduction of the datum inside the destination peer.

The main difference between the two interpretations is that, under the syn-
chronous one, an output operation may block (in the case the target peer is not connected). Another difference is that, under the asynchronous interpretation, it is not possible to make any assumption on the time needed for a datum to reach its destination.

Due to the asynchronous nature of communication in peer-to-peer networks, we adopt the second approach. More precisely, we use the axioms (4) and (5)–(5'), the former to indicate that a remote output operation simply produces a misplaced datum, and the latter two to indicate that, subsequently, the misplaced datum may reach its destination. By axiom (5) the misplaced datum is moved from one peer to another one, provided that the two peers are connected. When the misplaced datum reaches a peer that is connected to its destination peer, by axiom (5') the datum is finally moved to the local dataspace of the destination peer.

The axioms concerning the data retrieval operations are reported in Table 2. The main novelties w.r.t. traditional LINDA-like operations is the ability for a reader to specify the horizon of interest.

A typical way for P2P protocols to visit the horizon is to initially broadcast queries to the peers at distance 1, which subsequently send queries to the peers at distance 2, and so on, until distance $h$. This is clearly a distributed protocol during which the topology of the network may change.

The definition of remote data retrieval operations makes use of the auxiliary function $\Delta(p, p')$. This function returns the minimum distance between peers $p$ and $p'$ wrt the connectivity relation, i.e., the number of arcs occurring in the shortest path connecting the two peers. Formally, we define

$$\Delta(p, p') = \min\{h | \exists p_0, \ldots, p_h \text{ s.t. } p_0 = p \land p_h = p' \land (p_{i-1} \Rightarrow p_i \text{ for } 1 \leq i \leq h)\}$$

Axioms (6) and (7) define the semantics of the non-consuming data retrieval operations executed locally or remotely, respectively. Similarly, the axioms (8) and (9) define the semantics for the consuming operations. If a datum, matching the template of the data retrieval operation, is available within the specified horizon, then the continuation of the operation is updated with the new information obtained from the withdrawn (or read) datum.

Following the design choices discussed in the previous section, in the case of non-consuming operations, also generic and replicable instances of the datum of interest can be read. On the other hand, in the case of consuming operations, replicable instances are not taken into account.

In Table 3, the remaining contextual, constant and garbage collection axioms and rules are reported. Axiom (10) indicates that the topology of the network may change according to the modification indicated by the relation $\rightarrow$. Rule (11) simply states that a program constant has the ability to execute the same operations as the corresponding definition. Axioms (12) and (13) indicate the way generic and replicable data may move inside the network, to satisfy some load balancing needs. Observe that, in the case of a generic datum, the original datum is removed; on the
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(6) if $\text{Match}(d,d')$
   
   $p[\text{read}(d,h)|Q, DS \oplus d'] \uplus P_s, \bowtie, MD) \rightarrow$
   
   $p[P\{d'/d]\}Q, DS \oplus d'] \uplus P_s, \bowtie, MD)$

(7) if $\text{Match}(d,d') \land \Delta(p,p') \leq h$
   
   $p[\text{read}(d,h)|P|Q, DS] \uplus p'[P', DS' \oplus d'] \uplus P_s, \bowtie, MD) \rightarrow$
   
   $p[P\{d'/d]\}Q, DS \oplus d'] \uplus P_s, \bowtie, MD)$

(8) if $\text{Match}(d,d') \land d' \not\in \text{Data}_r$
   
   $p[\text{take}(d,h)|Q, DS \oplus d'] \uplus P_s, \bowtie, MD) \rightarrow$
   
   $p[P\{d'/d]\}Q, DS \oplus P_s, \bowtie, MD)$

(9) if $d' \in \text{Match}(d,d') \land d' \not\in \text{Data}_r \land \Delta(p,p') \leq h$
   
   $p[\text{take}(d,h)|P, Q, DS] \uplus p'[P', DS' \oplus d'] \uplus P_s, \bowtie, MD) \rightarrow$
   
   $p[P\{d'/d]\}Q, DS \oplus P_s, \bowtie, MD)$

Table 2: Data retrieval.

other hand, in the case of a replicable datum, a new instance is produced and the original one is kept.

Axiom (14) performs garbage collection of outdated data. A garbage collection mechanism is necessary to avoid that replicable data – that cannot be withdrawn – saturate the dataspaces. The commitment to a specific modeling of expired data and garbage collection is outside the scope of this work; for this reason, we do not formally specify when a datum can be collected but we simply describe the effect of the consumption of one datum (indeed, axiom (14) simply defines a transparent withdrawal of one of the stored data). A possible approach for defining a collection policy, presented in §6, consists in equipping data with a lifetime; the garbage collector will remove only the data whose lifetime has expired.

Finally, rule (15) has been introduced in order to permit to reason up to the structural congruence $\equiv$, i.e., to reason up to rearrangement of parallel composed programs as well as garbage collection of terminated programs.

Example 2. Consider the network introduced in the previous example, and composed of a resource provider and three users:

$p1[\text{Advertiser}, 0] \uplus p2[\text{UserSpec}, 0] \uplus p3[\text{UserGen}, 0] \uplus p4[\text{UserGen}, 0], \bowtie)$
By axiom (1) the provider announces the availability of the new resource, by producing the replicable datum $\text{newRes}\oplus p1$ in the local data space of peer $p1$:

$$(p1[\text{Advertiser}, \emptyset] \oplus p2[\text{UserSpec}, \emptyset] \oplus p3[\text{UserGen}, \emptyset] \oplus p4[\text{UserGen}, \emptyset], \triangleright, \emptyset) \rightarrow (p1[\text{SpecProvider}, \text{GenProvider}, \text{newRes}\oplus p1], \oplus p2[\text{UserSpec}, \emptyset] \oplus p3[\text{UserGen}, \emptyset] \oplus p4[\text{UserGen}, \emptyset], \triangleright, \emptyset)$$

At this point, the datum $\text{newRes}\oplus p1$ can be replicated in the data space of other peers. Formally, by axiom (13), the system may evolve as follows:

$$(p1[\text{SpecProvider}, \text{GenProvider}, \text{newRes}\oplus p1], \oplus p2[\text{UserSpec}, \emptyset] \oplus p3[\text{UserGen}, \emptyset] \oplus p4[\text{UserGen}, \emptyset], \triangleright, \emptyset) \rightarrow (p1[\text{SpecProvider}, \text{GenProvider}, \text{newRes}\oplus p1], \oplus p2[\text{UserSpec}, \emptyset] \oplus p3[\text{UserGen}, \text{newRes}\oplus p1] \oplus p4[\text{UserGen}, \emptyset], \triangleright, \emptyset)$$
At this point, the datum newRes@p1 can surely be read from process UserGen at peer p2; it can also be read by processes at peers p2 and p1, provided that the datum resides in the data space of a peer within the horizon specified in the data retrieval operation.

For example, if \( \text{h} \subseteq \{ \langle p2, p1 \rangle, \langle p1, p2 \rangle \} \), then the datum can be read both from process UserSpec at peer p2 and from process UserGen at peer p1 (both of them are willing to perform a read operation with horizon 10). However, if \( \text{h} = \{ \langle p2, p1 \rangle \} \), then the datum is accessible only to the process UserSpec at peer p2.

In both cases, by axiom (7) the datum can be read from process UserSpec at peer p2:

\[
(p1[SpecProvider|GenProvider, newRes@p1], \oplus)p2[UserSpec, 0] \oplus p3[UserGen, newRes@p1], \oplus) \rightarrow
(p1[SpecProvider|GenProvider, newRes@p1], \oplus)p2[write(specReq, p1), take(specAnsW, 0), 0] \oplus
p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, \langle specReqFrom2(p2) \rangle)
\]

By axiom (4), the process at p2 performs a remote output operation by producing a misplaced datum to be delivered to the data space of peer p1:

\[
(p1[SpecProvider|GenProvider, newRes@p1], \oplus)p2[write(specReqFrom2, p1), take(specAnsW, 0), 0] \oplus
p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, \langle specReqFrom2(p2) \rangle)
\]

If p2 is connected to p1, then by axiom (5') the misplaced datum reaches its destination:

\[
(p1[SpecProvider|GenProvider, newRes@p1], \oplus)p2[take(specAnsW, 0), 0] \oplus
p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, \langle specReqFrom2(p2) \rangle)
\]

At this point, process SpecProvider at p1 withdraws the request specReqFrom2 (axiom (8)):

\[
(p1[SpecProvider|GenProvider, newRes@p1, \oplus specReqFrom2] \oplus p2[take(specAnsW, 0), 0] \oplus
p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, 0) \rightarrow
(p1[write(specAnsW, p2).SpecProvider|GenProvider, newRes@p1], \oplus)
(p2[take(specAnsW, 0), 0] \oplus p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, 0)
\]

and, by axiom (4), provides the answer in a misplaced datum specAnsW that will be delivered to the data space of peer p2:

\[
(p1[write(specAnsW, p2).SpecProvider|GenProvider, newRes@p1], \oplus)
(p2[take(specAnsW, 0), 0] \oplus p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, 0) \rightarrow
(p1[SpecProvider|GenProvider, newRes@p1], \oplus)p2[take(specAnsW, 0), 0] \oplus
p3[UserGen, newRes@p1], \oplus)p4[UserGen, 0], \exists, \langle specAnsW \rangle)
\]
4. A JXTA Service Based on PeerSpaces

In order to show the feasibility of the PeerSpaces model, we have developed a prototype implementation of the specification illustrated in the previous Section. This implementation, called JPS, is written in Java and is based on the JXTA project\(^{18}\). JXTA is an open-source project promoted by Sun Microsystems, whose aim is to establish a network programming platform for P2P systems by identifying a small set of basic facilities necessary to support P2P applications and providing them as building blocks for higher-level functions. JXTA is completely platform-independent; communication among peers is based on a set of XML-based protocols, and implementations in different languages as well as on different infrastructures exist.

The choice of JXTA is motivated by the fact that it is currently the unique open-source project that provides a general infrastructure for the construction of P2P services. Other systems exist\(^{21}\), but they do not provide the generality offered by JXTA.

Figure 1 shows the architecture of the JXTA middleware. The bottom layer is the JXTA core, that deals with low-level functions such as peer establishment, peer discovery, communication primitives, routing with firewall and NAT\(^{12}\) handling, and basic security services. The JXTA services are built on top of the core and deal with higher-level concepts, such as indexing, searching, and file sharing. These services, although useful by themselves, are used by JXTA applications to build high-level applications like chat, auction and persistent storage.

Several protocols are included in the JXTA core. First of all, the discovery protocol is used by peers in a network to discover each other and acquire information about the services they offer. The discovery protocol is based on the concept of advertisements, that are XML-based documents describing the main characteristics of a peer or a service. The membership protocol and the access protocol enable
multiple peers implementing the same set of services to be grouped together to form a peer group, i.e., communities of peers having common interests. The resolver protocol is used to send generic requests to other peers, while the pipe protocol is a more generic communication service that can be used to establish mono- and bi-directional communication channels, called pipes. Finally, the monitoring protocol is used to obtain information about the state of other peers.

Peers are networked devices implementing a subset of the JXTA core protocols. Each peer is characterized by a given peer ID, and a set of network interfaces (endpoints). A peer ID along with its set of associated peer endpoints, uniquely identifies a peer in the JXTA network. It is not necessary for peers to be directly connected with one another to communicate, since intermediary peers can be used for routing purposes. Peers implementing a common set of services may become member of a peer group.

The benefits of basing our implementation on JXTA are several. For example, JXTA provides the possibility of using different transport layers for communication, including TCP/IP and HTTP, and is capable of handling firewall- and NAT-related problems. The discovery protocol can be used to establish complex PeerSpaces networks, by letting peers to discover each other. This spares our implementation from these low-level details. Furthermore, we also plan to exploit the complex security architecture that is being developed for JXTA.

Figure 2 shows a JPS network composed of a collection of peers connected together. In the current implementation of JPS each peer in the system maintains three main data structures, as illustrated in the magnified node on the right of the figure. The first data structure is the local data space, whose task is to maintain the multiset of tuples controlled by the local node. The neighbour storage maintains information about the set of JPS peers that are known to the local node. This set is dynamic, as new peers may be discovered and existing peers may crash. In the figure, peers included in the neighbour storage of a peer \( p \) are represented as dashed lines connecting \( p \) with those peers. Finally, the connection pool maintained at each
peer contains the set of peers with which the local node is currently connected. The peers included in the connection pool are a subset of those included in the neighbour storage. The reason for having a connection pool distinct from the neighbour storage is that the latter may grow to become a very large set, and it would be unfeasible to maintain a connection with each of these neighbours. Together with the information needed to establish a connection with the selected peers, the connection pool maintains additional information about peers, such as several statistics about their responsiveness to previously distributed queries.

Figure 3 shows the architecture of a JPS peer and its relation with the other components of the JXTA platform. JPS has been designed as a JXTA service, and thus is conveniently located between the JXTA core layer and the JXTA application layer. JPS exploits the discovery and communication facilities provided by the discovery and pipe protocols included in JXTA. On the other hand, JPS may provide its tuple-space facility to the other services residing in its layer, or to JXTA-based applications residing in the application layer.

The architecture of JPS is subdivided in the following modules:

- The **Bootstrap Module** is responsible for bootstrapping the JPS service. First of all, the other modules are located. Then, a set of advertisements are created and subsequently published through the discovery protocol, in order to advertise the presence of the JPS service to other peers. The JPS peer group is created and joined, in order to establish a community of nodes willing to participate in the JPS network.

- The **Application Interface Module** provides the PeerSpaces interface to JXTA applications and services. Coordination operations are appropriately dispatched by this module to the local data space or to the communication module, depending on the target parameter of write operations and the hori-
zon parameter of read and write operations.

- The **TupleSpace Module** contains the local (non-distributed) data space where local tuples are stored. This module is based on an open-source project called LightTS\(^24\). LightTS has been developed as the local core for the implementation of the distributed Lime coordination infrastructure\(^29\).

- The **Misplaced Data Storage Module** is used to temporarily store tuples produced by a remote output operation, for which it has not been possible to complete the output operation.

- The **Communication Module** is responsible for communication between peers; in particular, it implements remote coordination operations like remote write and read, take operations with horizon parameter greater than 1. Details of how these operations are implemented are described in the following.

- The **Connection Management Module** is responsible for the management of the neighbor storage and the connection pool; it collects information about past connectivity and responsiveness of remote peers, and may occasionally decide to drop an active connection in favor of a connection with a more reliable and responsive peer.

As outlined in the previous Section, data produced by local, generic, and replicable output operations are forwarded by the Application Interface Module to the local TupleSpace Module, where they are stored. On the other hand, when a remote output operation is performed, the communication module tries to deliver the datum at the destination, that responds with an acknowledgement. If this is not possible, the Datum is moved to the Misplaced Data Storage Module, that periodically attempts to deliver the datum at the destination. In the current implementation of this delivery mechanism, the delivery is performed only in case of direct reachability between the source and the destination of the datum; i.e., only if a direct connection between them is present. We are considering alternative approaches, that will make use of the routing facilities of JXTA.

Remote *read* and *take* operations are implemented by performing Gnutella-like\(^20\) broadcast searches with the specified time-to-live parameter. The reason behind the choice of using broadcast-based searches is that each peer controls its own data spaces, and is responsible for the data contained in it. No indexing service can be used, as complex queries may be requested; in other words, searches must reach as many peers as possible, in order to enlarge the horizon of peers as requested.

In order to guarantee fault-tolerance, searches are *leased*: this means that every peer reached by a search will store the request associated to the search until the lease for the request expires. If a local data space of a peer contains the desired tuple, or the tuple is inserted in the data space before the lease expiration, the peer will send a response to the local nodes containing a description of the peer.
Peers waiting for the completion of read and take operations will periodically renew leases, until one or more responses are received. In the case of read operation, the first response is delivered to the requesting peer and the operation completes. In the case of take operations, the requesting peer executes a peer transfer protocol with the first responding peer; in case of failure (due to the tuple already taken by another peer, or to a communication problem), the next responding peers are contacted, until the transfer succeeds.

It is interesting to observe that during the above protocol, used to search the remote data to be retrieved, the topology of the P2P network may change according to peer connections and disconnections. This does not contrast with the formal semantics of the read and write operations (see Table 2) because the Hor(p, h) function, used to indicate the current horizon to be considered, is not evaluated at the beginning of the execution of the protocol, but at the instant in which the required datum is retrieved.

In the current prototype of JPS, no load-balancing mechanism has been implemented. We are planning to adopt the scheme described in a related work\(^\text{27}\), which is capable to balance the load (in our case, defined as the number of generic tuples maintained in a data space) among a collection of peer nodes. Moreover, we have not implemented any policy for supporting the collection and withdrawal of outdated tuples. We plan to adopt the leasing model as in JAVASpACES\(^\text{41}\) with a modified expired tuples collection mechanism. In JAVASpACES data are removed exactly when they expire; we intend to follow a less restrictive policy according to which expired data are removed after expiration only when it is necessary, e.g., to free storage resources.

5. Related Work

In the P2P research area, an emerging approach for communication and coordination among peers is the distributed hash table (DHT) paradigm\(^\text{11,31,36,43}\). In this approach, every resource in a P2P environment (documents in file-sharing applications, blocks of files in a distributed file system, topics in publish-subscribe tools) is associated with a unique key defined over a virtual address space. Each node in a P2P network is assigned to a subset of the address space and it is responsible to host information on resources whose key falls in this subset. The assignment of keys to hosts is performed dynamically, based on virtual topology defined by the address space and on the dynamics of hosts joining and leaving the system. The only primitive for communication in DHTs enables P2P nodes to send messages to resources, i.e. to the hosts maintaining information on them. With this primitive, it is possible to construct complex coordination mechanisms where communication is decoupled from hosts and it is based on the actual resources present in the P2P network.

PeerWARE\(^\text{13}\) introduces an alternative approach for supporting the sharing of data in a P2P environment. Each peer holds its own data structure, expressed
in terms of a tree of documents. When a group of peers becomes connected, a
global virtual data structure is dynamically generated. This structure is obtained
by "superimposing" all the local data structures belonging to the peers currently
connected.

As described in the Introduction, we can see two separate levels of distribution
in LINDA-like coordination models: (i) located data spaces and (ii) located tuples.
According to (i) distribution is achieved simply by permitting the interaction among
data spaces that are located at different sites. On the other hand, according to (ii)
the distributed shared data spaces are obtained as overlay structures that group
together tuples that may have different and independent locations. Our coordina-
tion model PeerSpaces incorporates both levels of distribution: according to (i) we
locate a data space on each peer of the network; we follow the approach (ii) during
the execution of data retrieval operations when we consider as the research space
all the data currently belonging to the peers in a specified horizon.

Some of the most relevant infrastructures based on the notion of located datas-
pace are JAVA SPACES\textsuperscript{41}, KLAIM\textsuperscript{14}, TuCSoN\textsuperscript{28}, and LOGOP\textsuperscript{39}. JAVA SPACES is a
LINDA-like data space designed for Java-based platforms supporting distributed,
mobile and ubiquitous computing. KLAIM is a coordination model particularly
suited for network-aware programming with a particular emphasis on security: be-
side the notion of located data space, an access control policy based on capabilities
is introduced in order to avoid undesired accesses to the data spaces. TuCSoN in-
troduces the notion of programmable data space, that is the possibility to program the
way the coordination medium reacts to the execution of the coordination primitives.
The TuCSoN coordination model has been also extended\textsuperscript{33} in order to support the
programming of reactions involving more data spaces at a time. Another interesting
proposal supporting this possibility is LOGOP\textsuperscript{39}. Logical operators are used to com-
bine operations performed on different spaces in order to, e.g., removes one datum
from one space and another one from another space.

The notion of global virtual data space (discussed above in relation to Peer-
ware) has been introduced for the first time in LIME\textsuperscript{29}. LIME (LINDA in a Mobile
Environment) is a coordination middleware supporting both logical and physical
mobility. The main entities in LIME are agents and hosts; each agent resides on
a host, and may migrate to a different host exploiting logical mobility. Each host
can communicate with other hosts, provided that they are connected. A host may
physically move, thus changing its relative connections. The whole set of hosts is
partitioned in confederations of connected hosts. In LIME, the agents coordinate by
exchanging data as in LINDA. Each agent has its own multiset of data that moves
with the agent. The data owned by the agents which are currently in execution in
the same confederation of hosts are merged in a transiently shared data space, that
represents the medium the agents exploit to coordinate themselves. As PeerSpaces,
LIME comprises both the notion of located data space and the notion of overlay
data structure.
Examples of coordination models based on the notion of independent tuples are TOTA\textsuperscript{25} and SWARM\textsuperscript{26}. Both models are based on independent devices, each one holding a bag of tuples. In TOTA it is possible to associate to each tuple a propagation rule. This rule indicates whether or not a tuple should be moved/copied from one device to a connected one: this supports a form a transparent movement/replication of the tuples inside the network. SWARM\textsuperscript{26}, on the other hand, is inspired by ant based systems: tuples represent food while the templates, used in data retrieval operations to indicate the kind of tuples of interest, are the ants that move inside the network looking for appropriate foods. After tuple retrieval, the templates return to the initial device (following their path backward) communicating about the retrieved information.

6. Conclusion and Future Work

In this paper we have introduced PeerSpaces, a data-driven coordination infrastructure suitable for P2P systems.

As future work, we plan to continue along two main directions. On the one hand, we plan to develop a complete formal framework for the reasoning about PeerSpaces, comprising adequate observational equivalences, logics for the description of properties, and tools for the automatic verification of these properties. On the other hand, we intend to extend the coordination model with other features such as a (i) support for non-blocking data-retrieval operations, (ii) reactive programming or (iii) transaction operations.

As far as (i) is concerned, we plan to support both the two traditional alternative approaches used for obtaining terminating data retrieval operations: termination for absence and termination for timeout. The first approach can be used when the considered horizon has a small size: the data retrieval primitive terminates when the horizon is completely visited and no interesting data have been found. The second approach, on the other hand, can be taken into account when a large horizon is of interest: in this case we may consider a timeout which expresses the maximum amount of time for which the peer is willing to wait for an interesting datum.

As far as (ii) and (iii) are concerned, we plan to adapt to our setting coordination primitives such as the notify of JAVA$\textsuperscript{41}$\textsuperscript{2} or the monitor of WCL\textsuperscript{34} (for reactive programming), and to investigate either global operations such as $\text{copy-collect}$\textsuperscript{37}, the addition of logical operations such as in LOGO\textsuperscript{39}, or a more general support for transaction, such as in JAVA$\textsuperscript{41}$\textsuperscript{2}, which permits to group a sequence of coordination operations in such a way that they should be atomically executed.

Another interesting extension concerns the possibility to associate an expiration time to the produced data. This could be particularly useful in order to support a garbage collection mechanism for replicable data that, according to the PeerSpaces model, cannot be explicitly removed.
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