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1. What are the main steps to model a piece of world in terms of logical modeling? Explain. 
2. What is the problem of ‘semantic gap’? Use a certain logic as an example to explain.
3. What is the closed world assumption, what about the open world assumption? Explain.
4. What is the difference between an intentional interpretation and an extensional interpretation for the same syntactical symbol(s)?
5. Create the BNF of ClassL and verify whether the following expressions are wff’s.
5.1. A∧B
5.2. A⊑B⊑C
5.3. A⊨B
6. Choose proper ways (truth table, deduction or Venn diagram) to prove the following.
6.1. (p→r)∧(q→s)∧(¬r∨¬s)→(¬p∨¬q)
6.2. {A⊑B, ¬C⊑¬B}⊨A⊑C
6.3. Given that A=(p∨q)∧(¬r∨¬s∨t), B=(p∨q∨s)∧(¬p∨¬r∨¬s∨t), 
C=(p∨q)∧(¬s∨t), Then A⊨B, C⊨A.
7. For any PL sentence P, a corresponding ClassL sentence P’ is built by alternating respectively ∧,∨, →, with ⊓, ⊔, ⊑, then do we have that P is unsatisfiable iff P’ is unsatisfiable? Why?
8. Choose a proper logic to model the ‘monkey-banana ’example and show the reasoning procedure based on your theory.
“There is a monkey in a laboratory with some bananas hanging out of reach from the ceiling. A box is available that will enable the monkey to reach the bananas if he climbs on it. Initially, the monkey is at A, the bananas at B, and the box at C. The monkey and box have height Low, but if the monkey climbs onto the box he will have height High, the same as the bananas. How can the monkey grasp the banana?”
9. Solve a problem of ‘Knights and Knaves’ with propositional logic.
“A very special island is inhabited only by knights and knaves. Knights always tell the truth, and knaves always lie. You meet three inhabitants: Zed, Ted and Zippy. Zed claims that it's false that Zippy is a knave. Ted says, `Either Zippy is a knight or I am a knight.' Zippy says that Ted is a knave. So who is a knight and who is a knave?”




Key:
1. Mainly 4 steps.
a. Abstraction of the world into a mental model with concepts and relations interested.
b. Choose a proper logic that has the enough but not too much expressiveness as the tool.
c. Represent the mental model into a theory.
d. Reason about the theory in the logic.
2. Mainly because of 3 reasons.	Comment by Enzo: HERE YOU SAY WHAT ARE THE REASONS.

YOU ASKED FOR WHAT IS THE PROBLEM, WHICH IS DIFFERENT.
a. The world is infinite.
b. The tools are limited expressive.
c. Contexts are different.
3. Respectively
a. A closed world assumption is the presumption that what is not currently known to be true, is false. It assumes the knowledge represented is complete.
b. An open world assumption states that lack of knowledge does not imply falsity. It assumes that the world description is never complete.
4. For a syntactical symbol
a. An intentional interpretation interprets the symbol into the truth values;	Comment by Enzo: YOU MAY WANT TO ACCEPT ALSO THE RESPONSE: WHEN THE DOMAIN IS {T, F}
b. An extensional interpretation maps the symbol to element set.
5. BNF of ClassL	Comment by Enzo: DID WE EXPLAIN BNF?
a. <Atomic>::=[¬]literal
<Operator>::=⊓|⊔
<Concept>::=<Atomic>|<Concept>[<Operator><Concept>]
<TBox>::=<Concept>(≡|⊑)<Concept>
<Theorem>::=”{”<TBox>+”}”⊨<TBox>|<Concept>
b. 5.1 No. Non-existence of ⋀ 
5.2 No. TBox has the form only of ⊑ between two concepts.
5.3 No. The preconditions of a ⊨ are only TBox axioms.	Comment by Enzo: NOT SURE ABOUT THIS RESPONSE.

IT SHOULD BE NO, RATHER BECAUSE THE SATISFIABILITY SYMBOL  ⊨IS NOT AN ELEMENT OF THE LANGUAGE.
6. Prove the validity of a theorem
a. (p→r)⋀(q→s)⋀(¬r⋁¬s)→( ¬p⋁¬q)
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b. Enumerate all models of the preconditions, only to find that they are all models of the conclusion.

c. Let M=p∨q, N=(¬s∨t), then A=M∧(¬r∨N), B=(M∨s)∧(¬p∨¬r∨N), C=M∧N. Because M →M∨s, N→¬r∨N, ¬r∨N→¬p∨¬r∨N, so A⊨B and C⊨A.	Comment by Enzo: YES, ONE POSSIBLE WAY… I EXPECT ALL STUDENTS TO PROVIDE A DIFFERENT WAY TO PROVE IT 
7. As we know for any PL sentence P if we substitute the logical constructors ∧,∨, →, with ⊓, ⊔, ⊑, then we get a corresponding ClassL sentence P’ (assuming both are wff’s for the language). 	Comment by Enzo: Cannot we summarize it?
Given a certain model of P which is an assignment of the propositions in P to some truth value, we can build a model for P’ by simply interpret the concept into universal set when the same named proposition is interpreted as True, and interpret the ClassL concept into empty set when the same named PL proposition is interpreted as False. In this way, we see that if P is satisfiable in PL, P’ is satisfiable in ClassL. 
On the other hand, given a model of P’ in ClassL, we can have 3 types of sets in the domain, the universal, arbitrary non-empty set and empty set. In addition, we can have various relations between the sets such as inclusion, disjoint, etc. in contrast to the only two relations between truth values, equal or unequal. But this does not prevent us to build a PL model for P according to a ClassL model for P’. For a concept interpreted as a non-empty set (including the universal) we build the interpretation of the same named PL proposition as True, and for empty set, False. We will see that the more than one model of P’ collapse ‘into’ one model of P. Thus, we have that if P’ is satisfiable in ClassL, P is satisfiable.
If P is valid in PL, then all possible assignments of P are models of P. The validity definition is the same for ClassL. For all possible assignments satisfy P’ in ClassL, select those with only interpretation as universal or empty set, we can build correspondingly assignments in PL which is all the possible assignments. These assignments are all models of P as we proved above. So we get that if P’ is valid in ClassL, P is valid in PL.
In the reverse direction, if all possible assignments are models for P in PL, NEEDS HELP HERE.

8. Suppose we use PL to model the MB event.	Comment by Enzo: There might be more synthetic languages to describe the problem, but it looks ok.
Propositions are as follows with intuitive semantics.
MonkeyAtA, MonkeyAtB, MonkeyAtC, BoxAtA, BoxAtB, BoxAtC, BananaAtA, BananaAtB, BananaAtC, MonkeyHigh, MonkeyMove, MonkeyClimbBox, MonkeyMoveBox, BananaHigh, MonkeyGetBanana.
The axioms are
MonkeyAtA⋀MonkeyMove→MonkeyAtB⋁MonkeyAtC
MonkeyAtB⋀MonkeyMove→MonkeyAtA⋁MonkeyAtC
MonkeyAtC⋀MonkeyMove→MonkeyAtB⋁MonkeyAtA
MonkeyAtA⋀MonkeyMoveBox⋀BoxAtA→BoxAtB⋁BoxAtC
MonkeyAtB⋀MonkeyMoveBox⋀BoxAtB→BoxAtA⋁BoxAtC MonkeyAtC⋀MonkeyMoveBox⋀BoxAtC→BoxAtB⋁BoxAtA
MonkeyClimbBox⋀BoxAtA→MonkeyAtA⋀MonkeyHigh
MonkeyClimbBox⋀BoxAtB→MonkeyAtB⋀MonkeyHigh
MonkeyClimbBox⋀BoxAtC→MonkeyAtC⋀MonkeyHigh
MonkeyAtA⋀MonkeyHigh⋀BananaAtA⋀BananaHigh→ MonkeyGetBanana
MonkeyAtB⋀MonkeyHigh⋀BananaAtB⋀BananaHigh→ MonkeyGetBanana
MonkeyAtC⋀MonkeyHigh⋀BananaAtC⋀BananaHigh→ MonkeyGetBanana
We want to ask whether Monkey will get the banana, which is the satisfiablility problem of proposition ‘MonkeyGetBanana’.
Proof. Initially, the states are { MonkeyAtA=T, BananaAtB=T, BananaHigh=T },  To find a model that MonkeyGetBanana is true. The model is as follows {MonkeyMove=T, MonkeyMoveBox=T, MonkeyClimbBox=T}.
9. Use PL to model this problem.	Comment by Enzo: You may event list all possible interpretations using truth tables and mark the model(s) for the theory.
Let A, B, C be the proposition of “Zed/Ted/Zippy is a knight” then
Zed: ¬(¬C)
Ted: (B⋁C)⋀¬(B⋀C)
Zippy: ¬B
Proof:
If Zed is a knight, then Zippy is a knight, then Ted is a knave. Then Zippy is knave: conflict. So Zed is a knave.
If zippy is a knight, then Ted is a knave then Ted is a knave. Then Zippy is knave: conflict. So Zippy is a knave.
So Ted is a knight.
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