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ABSTRACT

Evaluating e-learning systems is a complex activity which requires considerations of several criteria addressing quality in use as well as educational quality. Heuristic evaluation is a widespread method for usability evaluation, yet its output is often prone to subjective variability, primarily due to the generality of many heuristics. This paper presents the Pattern-Based (PB) inspection, which aims at reducing this drawback by exploiting a set of evaluation patterns to systematically drive inspectors in their evaluation activities. The application of PB inspection to the evaluation of e-learning systems is reported in this paper together with a study that compares this method to heuristic evaluation and user testing. The study involved 73 novice evaluators and 25 end users, who evaluated an e-learning application using one of the three techniques. The comparison metric was defined along six major dimensions, covering concepts of classical test theory and pragmatic aspects of usability evaluation. The study showed that evaluation patterns, capitalizing on the reuse of expert evaluators' know-how, provide a systematic framework which reduces reliance on individual skills, increases inter-rater reliability and output standardization, permits the discovery of a larger set of different problems and decreases evaluation cost. Results also indicated that evaluation in general is strongly dependent on the methodological apparatus as well as on judgement bias and individual preferences of evaluators, providing support to the conceptualisation of interactive quality as a subjective judgement, recently brought forward by the UX research agenda.
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1. Introduction

Since the term usability entered common usage in the early 1980’s, different approaches and a set of methods have been proposed to evaluate interactive systems (for example, Nielsen and Mack, 1994; Dix et al., 2003; Preece et al., 2007). The objective of this complex methodological apparatus was to propose effective solutions to measure the quality of interactive systems, identify problems, and suggest remedial actions. Despite several studies have been performed to compare different approaches to usability evaluation, in practice the selection of a specific method is often based on considerations of costs and available resources (Hartson et al., 2003; Ssemugabi and de Villiers, 2007; Law et al., 2009). Less emphasis is paid to the power of different methods, in terms of essential measurement properties, such as validity and reliability (Gray and Salzman, 1998; Wixon, 2003; Blandford et al., 2008).

Yet, there is evidence that evaluation results are affected by judgement bias and individual preferences, leading to random or even systematic errors. It was reported, for example, that evaluators applying the same method are likely to highlight different sets of problems or to
attribute variable importance to the same problem (Doubleday et al., 1997; Hertzum and Jacobsen, 2003; Liljegren, 2006; Ling and Salvendy, 2009; Tan et al., 2009). Similarly, different techniques can lead to variable results, independent of system features, evaluator expertise and problem severity (Ssemugabi and de Villiers, 2007; Frøkjær and Hornbæk, 2008).

This paper contributes to the debate on the relative power of different methods for evaluating e-learning systems. This is a challenging domain where evaluation requires to take into consideration several factors besides traditional usability (Squires and Preece, 1999; Notess, 2001; Meira and Peres, 2004; Lanzilotti, 2006). An obvious factor refers to educational quality, where responses such as engagement, motivation, and feeling of control become of fundamental importance. As emphasised by Squires and Preece (1999) “there is a need to help evaluators consider the way in which usability and learning interact”. Some guidelines and evaluation criteria have been proposed but they are still vaguely stated so that an actual measurement of quality is left to subjective interpretation and skills (Parlangeli et al., 1999; Wong et al., 2003; Hornbæk, 2006). The Pattern-Based (PB) inspection is proposed to reduce such drawbacks; it exploits a set of evaluation patterns to systematically drive inspectors in their evaluation activities.

The PB inspection is a general method, applicable to the evaluation of any interactive systems, provided that a proper set of evaluation patterns is defined. In this paper, the application of the PB inspection to the evaluation of e-learning systems, and a study that compares it to heuristic evaluation and user testing are described. Results showed that evaluation patterns provide a systematic framework which drives the evaluators in their analysis, reducing reliance on individual skills, increasing inter-rater reliability and output standardization, addressing a larger set of different problems, and decreasing the evaluation cost. It also highlighted the possible risk of attentional fixity by which evaluators may miss major problems if they are not directly addressed in the set of evaluation patterns available for the inspection.

The paper is organised as it follows. Section 2 covers related works describing different approaches to usability evaluation and reporting on comparative studies investigating their relative strengths and weaknesses. Section 3 presents the pattern-based evaluation approach and how it is applied to evaluate e-learning systems. Section 4 describes the comparative study, proposing also a comprehensive metric for assessing the quality of evaluation techniques. Section 5 and 6 report the results and discuss them. Section 7 concludes and provides suggestions for future research.
2. Related works

A large set of evaluation techniques exist in the literature. Preece et al. (2007) clustered them in three main approaches: usability testing, analytical evaluation and field studies. In the 1980s, usability testing was the dominant approach and still remains important, although, over the years, analytical evaluations and field studies have grown in prominence. Usability testing concerns the analysis of users’ performance on the tasks for which the system is designed (Preece et al., 2007). This approach has the potential to provide reliable results since it involves samples of real users. However, reproducing realistic situations of usage in a laboratory is difficult, e.g., selecting a representative sample of users and tasks, training users to master advanced features of the system in a limited time period, or weighting the effect of important contextual factors on their performance (Lim et al., 1996). The cost and time needed to set up usability testing may also be considerable. A frequently used technique in usability testing is thinking aloud, which requires users to speak out loud their thoughts while performing tasks. Evaluators detect problems by observing the user behaviour and listening to their thoughts, so that they can follow users’ reasoning.

The analytical approach includes inspections and the application of formal models to predict users’ performance. A common inspection method is heuristic evaluation (Nielsen, 1993). It involves experts who inspect the system and evaluate the interface against a list of usability principles, i.e., the heuristics. The main advantage is related to cost-saving: they “save users” and do not require special equipment or lab facilities (Jeffries and Desurvire, 1992). In addition, experts can detect a wide range of problems of complex systems in a limited amount of time. The main drawback of such a technique is the dependency on the inspectors’ skills and experience, as heuristics are often generic and underspecified (Doubleday et al., 1997; Law, 2007). To counteract this problem, checklists have been proposed. They simplify heuristics in specific questionnaire items which have to be scored by evaluators.

Field studies differ from the other evaluation approaches because they are conducted in natural settings. Their aim is to understand what users do naturally and how technology impacts on them. They are useful for identifying opportunities for new technology, eliciting requirements, deciding how best to introduce new technology, and evaluating technology in use. Evaluating usability in the field is difficult, due to the complexity of the environment and the activities to be observed, and to the large amount of data to be analysed (Pascoe et al., 2000).

Section 2.1 reports results of studies which compared analytical evaluation with usability testing, while Section 2.2 focuses on evaluation of e-learning systems.
2.1 Comparative studies

Table 1 summarizes the main variables analysed by 10 studies which have compared the analytical approach with usability testing, and their results. The symbol “>” in the results column, indicates an advantage of a technique over another, whereas “=” indicates no difference. It is interesting to notice that, despite emerging critiques on the validity of problem count as a measure of quality (Gray and Salzman, 1998; Blandford et al., 2008; Cockton and Woolrich, 2009), this variable was systematically used by all studies. Less attention was devoted to the assessment of the method scope, a variable which describes ‘what kinds of insight’ a specific method produces (Blandford et al., 2008). This measure can inform a deeper understanding of the degree of complementarity, contradictoriness and overlap between the results achieved by different techniques, but it was not systematically considered in the studies surveyed, and whenever possible it has been inferred by comments and discussion provided by the authors.

The analysis of Table 1 shows contradictory results with regard to the relative power of different evaluation techniques. Four studies proved an advantage of the analytical approach over usability testing in the number of problems found, while evincing an advantage of usability testing over the analytical approach in terms of problems severity. Doubleday et al. (1997), for instance, reported that HCI experts performing heuristic evaluation identified more and different types of usability problems than usability testing supported by thinking aloud. Moreover, users and experts described usability problems in different ways; specifically, “…the end user indicates the symptom of the problem …, HCI expert tries to identify the cause of the problem”. Similar results are reported in (Jeffries et al., 1991; Law and Hvannberg, 2002). Frøkjær and Hornbæk (2008) found a similar effect comparing heuristic evaluation, cognitive walkthrough, and thinking aloud against a new analytical technique, called Metaphors Of human Thinking (MOT), in which the user interface is inspected using metaphors of habits, stream of thoughts and knowledge. MOT identified the same number of problems as heuristic evaluation, but more problems than cognitive walkthrough and thinking aloud. However, evaluators considered problems found applying MOT to be less serious than problems found by thinking aloud.

Contrary to this trend of results, three studies suggested that usability testing was more accurate in finding problems than analytical methods, even if these latter methods were more cost-effective. For example, Karat et al. (1992) reported that thinking aloud identified a largest number of usability problems, followed, in the order, by team walkthrough and individual walkthrough. However, the authors stressed that thinking aloud was heavily dependent on the evaluators’ ability
to conduct the test, their experience with the system and HCI knowledge necessary to interpret the user’s behaviour and identify usability problems. They also acknowledged that walkthrough was a good alternative when resources are limited, particularly at the early phases of the development cycle. Similarly, Liljegren (2006) demonstrated that thinking aloud is the most effective method in usability evaluation, followed by cognitive walkthrough, heuristic evaluation and hierarchical task analysis. Nielsen and Phillips (1993) compared the results of heuristic evaluation, GOMS analysis and direct observation on two user interfaces. The study took into consideration several factors in order to evaluate the cost of each method, including the cost needed to build a running prototype of sufficient stability. Three different heuristic evaluations were considered: (a) cold condition, i.e., evaluators inspected the specifications of the two interfaces; (b) warm condition, i.e., evaluators inspected a running prototype of one interface and the specification of the other interface; (c) hot condition, i.e., evaluators inspected the running prototype of both interfaces. The GOMS analysis was performed on specifications, while usability testing was performed on running prototypes. Usability testing was found to be the best method, even if it was more expensive than cold heuristic and somewhat more expensive than GOMS. The cost of heuristic evaluation increased in the hot condition, leading the authors to recommend usability testing when running interfaces are available. The study further indicated that inspections are particularly useful at the early phases of the development cycle.

Finally, three studies reported no differences between the analytical approach and usability testing. For example, comparing heuristic evaluation with user observation supplemented by data log, user diaries, questionnaires and interviews, Steves et al. (2001) found no difference in terms of number of problems and their severity. Heuristic evaluation required less time and effort to highlight many problems that were also found by observing users in real work situations. The authors concluded that each technique has particular strengths, they are complementary and work well in combination. The analytical approach is best suited to find early and major usability problems and user testing to reveal contextual issues. Similar results and conclusions are reported in (Hornbæk and Frøkjær, 2005; Tan et al., 2009).

To conclude, previous studies provided contradictory findings with regard to the relative power of different evaluation techniques in terms of problem count, severity rating and time requirements. They suggest that different techniques applied to the same technological artefact tend to elicit different results, thus challenging the idea of usability as a quantifiable and objective property of an interactive system (De Angeli et al., 2009). Finally, they indicate that different techniques have specific strengths and weaknesses, and therefore should be used in combination.
2.2 Evaluation of-learning systems

E-learning evaluation deserves special attention, since it is not only sufficient to ensure that an e-learning system is usable, but pedagogical qualities should also be taken into consideration (Squires and Preece, 1999; Notess, 2001; Meira and Peres, 2004; Lanzilotti, 2006). Specific evaluation methodologies must therefore be defined. Formerly, some authors proposed that general usability heuristics could also be applied to e-learning systems (Schwier and Misanchunk, 1993). On the contrary, Squires and Preece (1999) argued that it was indispensable to consider socio-constructivist principles and proposed the “learning with software” heuristics. They included specific principles such as match between designer and learner models, navigational fidelity, appropriate levels of learner control, strategies for cognitive error recognition, and match with the curriculum. Similarly, Quinn et al. (1997) proposed a methodology that takes into account both design factors and acceptance factors. Design factors comprise instructional goals, instructional content, learning tasks, learning aids and assessment, whereas acceptance factors include motivational factors, level of active participation entailed, quality of learning support, and user satisfaction.

Several checklists have been proposed to simplify the evaluator’s task (Gerdt et al., 2002). Ravden and Johnson’ checklist (1989) emphasized usability qualities, but it did not address pedagogical issues. On the contrary, the Delta checklist paid attention to cognitive and pedagogical issues (Delta, 2002). Similarly, the Learning Technology Dissemination Initiative (LTDI) checklist covered several aspects of learning with a structured questionnaire (LTDI, 2002), including quality of the interaction and information presentation, and pedagogical issues related to matching strategies with objectives or assessment. However, it did not precisely address technological factors and included some underspecified questions. The TUP (Technology-Usability-Pedagogy) model tried to overcome the drawbacks of other checklists by concentrating on technological, usability and pedagogical issues (Gerdt et al., 2002).

Mendes et al. (1998) published a set of metrics to measure some features of e-learning systems, which are more related to the designer’s point of view rather than to the user’s point of view. Such metrics refer to maintainability, reusability, application structure, etc., and have been defined by using the Goal-Question-Metric approach (Basili et al., 1994), well known in software engineering. Ng et al. (1999) proposed a “hypertext structure measurement system”, based on metrics, to help both educational designers and users to analyze e-learning systems. In particular, they identified four main metrics, related to the hierarchical organization of the teaching units, the clustering of
different type of documents (e.g. exercises, evaluation tests, external documents, etc.), the
guidance provided by exercises/tests, and the help provided.

Formulating more specific heuristics and/or checklists, or defining metrics, is not enough, since
they are not operational and their application still requires skilled inspectors to be able to carry out
the specific evaluation activities, having knowledge not only of human factors but also of the
application domain, the users and the tasks they perform. Hence, evaluators need tools to support
them producing more complete and objective outcomes.

3. Pattern-Based inspection

The Pattern-Based inspection (or PB inspection) described in this paper aims to support the work
of evaluators during the inspection, by providing structured guidance in the form of *evaluation
patterns*. The concept of pattern was originally introduced by Christopher Alexander within the
domain of architecture and urban planning, as a cognitive tool to capture human expertise and to
make it reusable (Alexander et al., 1977). Patterns have been used also in the design of computer
systems (Gamma et al., 1995; Juristo et al., 2007), specifically in hypertext design (Garzotto et al.,
1994; Bernstein, 1998), interaction design (Borchers, 2001; Tidwell, 2005), e-learning systems
design (Avgeriou et al. 2003; Dimitriadis et al., 2009): they intend to help designers by providing
indications on how to manage specific aspects of a design. For instance, within the context of
interaction design, Tidwell (1999) describes a design pattern that suggests artefacts that can make
navigation easy, convenient, and psychologically safe for the user; examples of such artefacts are
the home button in a web application and the undo feature. A design pattern is composed of several
items that give the designer indication on the problem it addresses, the solution it proposes, the
context in which it can be applied, etc.

Looking at the use of patterns in the literature, it emerges that the two main features of patterns are
(Borcher, 2001): 1) a uniform structure and format; and 2) an effective way to organize complex
information according to a combination of elements (the pattern items). This information captures
a certain expertise and makes it available to other people. The original Alexander’s patterns
consisted of the same items, presented in the same sequence and form (Alexander et al., 1977).
Each item can be more detailed, as the “context” item in the design patterns proposed in (Avgeriou
et al., 2003), or more concise, as the patterns described in this paper. While the value of design
patterns is to support designers, the value of evaluation patterns is to support evaluators
performing the usability inspection of computer system.
The idea of evaluation patterns was originated by the consideration, reported at the end of Section 2, that inspections, based in heuristics, guidelines, checklists, are highly dependent on evaluators' skills (Jeffries et al., 1991; Doubleday et al., 1997; Kantner and Rosenbaum, 1997; Ling and Salvendy, 2009). High professional and experienced evaluators are not affordable by small companies developing ICT systems. The only way to make usability evaluation possible is to train people in the company to perform usability inspection. Evaluation patterns are defined to provide support primarily to novice and not professional evaluators; the rationale is that they capture the expertise of skilled evaluators (i.e., their behaviour in conducting an inspection), and express it in a precise and understandable form, so that this expertise can be reproduced, communicated, and exploited (Nanard et al., 1998). The evaluation patterns used by the PB inspection indicate which are the critical aspects of the application to look for, and which actions to perform during the inspection in order to analyse such aspects. Another advantage of the general concept of pattern is that they supply a common language to the community (Tidwell, 2005). The terminology adopted in the evaluation patterns is used by inspectors for reporting problems, thus the resulting evaluation reports are more consistent and easier to compare. Summing up, the proposed evaluation patterns present several advantages: a) they incorporate usability knowledge and best evaluation practices; b) they enforce standardization and uniformity of evaluation reports; c) they provide information about the application domain, tasks and users.

The PB inspection is illustrated in this paper by applying it to the evaluation of systems in the e-learning domain. It is part of the eELSE methodology (e-Learning Systematic Evaluation), which combines inspection and usability testing to achieve more reliable results (Lanzilotti, 2006; Lanzilotti et al., 2006; Costabile et al., 2007). In this methodology, the PB inspection assumes a central role: the evaluation process first applies the PB inspection; occasionally, when more information by the users is needed, user-testing is carried out.

Evaluation patterns addressing the overall quality of e-learning systems have been developed by an iterative approach. Since the main purpose was to capture the expertise of professional evaluators, we started by observing such evaluators at work, focusing on their main activities. We also observed teachers and students using e-learning systems, reviewed e-learning literature, and performed several brainstorming sessions with professional evaluators and e-learning experts. A group of usability experts and e-learning experts analysed all the gathered information and structured it into an initial set of evaluation patterns. These patterns were tested through pilot studies asking novice evaluators to use them and provide comments about their clarity, utility, guidance, etc. Based on these comments, the patterns were refined iteratively. They are
systematically formulated by means of the following template, which provides a consistent structure:
- *Classification Code and Title*, which identify the pattern, and succinctly communicate its scope;
- *Focus of Action*, which shortly describes the context to which the pattern applies by listing the application components to be evaluated by it;
- *Intent*, which illustrates the problem addressed by the pattern clarifying the specific goals to be achieved through its application;
- *Activity Prompts*, which prompts the activities to be performed by evaluators during the pattern application;
- *Output*, which suggests a format and a standardised terminology for reporting the results of the inspection.

Evaluators choose specific evaluation patterns to be used during the inspection by reading *title*, *focus of action* and *intent*. Special attention is devoted to select an appropriate title, so that evaluators can quickly understand if that pattern is worth using in their evaluation. Then, they perform the activities suggested by the *activity prompts* and report their finding according to the *output*.

The first three items of the pattern provide information that can be somehow considered similar to guidelines for inspectors. The drawback of guidelines is that they are not operational, they can help experienced evaluators but they do not provide enough support to novice ones, who still have difficulties in performing the inspection. The remaining two items actually overcome this drawback: the *activity prompts* suggest which actions novice evaluators have to carry out in order to perform an accurate inspection; the *output* indicates how a possible problem has to be reported and the terminology to be used, so that the precision of the evaluation report increases, limiting the risk of misunderstandings and providing reports that are easier to compare.

The study reported in this paper demonstrates that, by exploiting evaluation patterns, less experienced evaluators are able to come out with more complete and precise results. This work is grounded on previous research on the evaluation of hypermedia systems (Matera et al., 2002; De Angeli et al., 2003), and confirms that evaluation patterns provide a systematic framework useful in the evaluation of interactive systems.

We have defined 69 evaluation patterns, divided in two broad categories: *quality in use*, consisting of 33 evaluation patterns, deals with technological and interaction characteristics of the system; *educational quality*, consisting of 36 evaluation patterns, refers to the degree to which a system
supports effective teaching and learning. To give some examples, Table 2 presents the evaluation pattern QU_01 addressing quality in use, titled “Availability of communication tools”, while Table 3 presents the evaluation pattern EQ_19 addressing educational quality, titled “Quality of practical exercises”. In this framework, educational quality is defined by focussing on general best practices in the delivery of e-learning material rather than on specific knowledge of the domain, because the pattern has been defined to be as general as possible, independent of the specific topic of the e-learning system. Evaluation patterns specialized on a certain topic can be defined if considered necessary. For instance, EQ_19 drives the inspector’s attention on whether practical exercises are provided, if they use a consistent terminology, etc.

<table>
<thead>
<tr>
<th>Table 2. An evaluation pattern addressing quality in use</th>
</tr>
</thead>
</table>

| Table 3. An evaluation pattern addressing educational quality |

As we have discussed above, evaluation patterns are defined independently of design patterns. However, by comparing the proposed evaluation patterns with the pedagogical design patterns defined in the E-Len project (E-Len project, 2005), it can be noticed that the evaluation patterns actually address the problems mentioned in those design patterns and guide evaluators in verifying if the suggested solutions have been implemented.

4. Method

This section describes a study which compared the PB inspection (PB) against heuristic evaluation (HE) and thinking aloud (TA). A preliminary analysis of a small sub-set of the data was presented in (Ardito et al., 2006). This paper substantially expands our previous work proposing a comprehensive comparative metric, and providing an in depth analysis of the evaluators’ performance.

4.1 Participants

The study involved a total of 98 participants recruited from undergraduate students of the University of Bari in Italy. Specifically, 73 acted as novice evaluators, participating in the study as part of a course-work assignment for an advanced HCI course. They had basic knowledge of usability evaluation techniques, and previous experience evaluating web-sites using Nielsen’s heuristics (Nielsen and Tahir, 2002). They did not have any specific background on quality of e-learning systems. The remaining 25 participants were freshmen students, who acted as end users in the TA condition; these students did not have knowledge of usability or interaction design.
4.2 Design

Evaluation technique (3: PB, HE, and TA) was manipulated between-subjects. Evaluators were randomly assigned to a condition before the study took place. Two groups of 25 students each participated in the PB and TA conditions. The remaining 23 participated in the HE condition.

4.3 Procedure

A week before the study, the participants who acted as evaluators were given a 1-hour group demonstration of the application to be analysed. This addressed summary information about the application content and its main interactive functions. Two days before the study, a 1-hour training session introduced the evaluators to the specific technique they had to use during the evaluation. The study consisted of two sessions of three hours each: evaluation and output consolidation.

During the evaluation session, participants, tested in separate computer laboratories, were asked to evaluate the e-learning system by applying the technique they were assigned to. Data were collected in group settings, but every evaluator worked individually. We used four large laboratories (18m x 15m) of the Computer Science Department in Bari, since we needed two laboratories for the TA condition. Each laboratory provided 35 workstations on individual desks arranged in 7 rows and 5 columns, and a main desk with another workstation in the front. Participants in the TA group were introduced to the person who acted as their end user and invited to sit in one of two close laboratories. Each laboratory hosted 12 evaluator/user pairs, who were spread through the room leaving one empty row and one empty column between pairs. The 25th pair was accommodated at the main desk in one of the two laboratories. The pairs were far enough each other to avoid any interference. Each evaluator observed a student performing seven tasks, which were predefined in order to be equivalent in coverage to the evaluation patterns used in PB condition. The PB group, working in a third laboratory, received a list of eight evaluation patterns to be applied during inspection (Table 4). The limited number of evaluation patterns was due to time constraints. We selected evaluation patterns addressing to the analysis of the main features of the e-learning system. Finally, the HE group, working in the fourth laboratory, was provided with the ten “Learning with software” heuristics (Squires and Preece, 1999).

<table>
<thead>
<tr>
<th>Table 4. The eight evaluation patterns tested in the study. The complete patterns are in (Lanzilotti et al., 2009)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluators recorded problems on a booklet which differed according to the evaluation condition. The HE booklet included ten forms, one for each e-learning heuristic. The form required information about the interface location where the heuristic was violated and a short description of the problem. The PB group was provided with a booklet including eight forms, each one</td>
</tr>
</tbody>
</table>
corresponding to an evaluation pattern. The forms required information about the violations detected through the specific evaluation pattern and where they occurred. The TA booklet included seven forms, one for each predefined task. The experimenter listed and described all problems that the user encountered performing a task. At the end of the evaluation session, all forms were collected.

During the output consolidation session, held the day after, all evaluators typed the content of the booklet in an electronic format to avoid readability problems during data analysis and standardise the output across the three conditions. For each problem, evaluators reported a description, where it occurred, and how it was found. They also ranked the problem severity from 1 (not severe at all) to 5 (very severe). Finally, participants filled in the evaluator-satisfaction questionnaire proposed in (De Angeli et al., 2003).

4.4 Application

Star Learning, a web-based e-learning system, was used as the target of the evaluation (StarLearning, 2009). The system provides access to on-line courses, auto-evaluation tests and exams. Logging into the system, students became part of a Virtual Classroom composed of all the students who were registered to the same course. The system offered several synchronous and asynchronous communication tools (chat, e-mail, forum) and tools for exercise and auto-evaluation. Participants in the experiment evaluated seven modules of a course on information technology, for a total of 100 pages.

4.5 Data coding

Two expert usability evaluators with a PhD in Human-Computer Interaction independently examined all the electronic booklets to identify individual and unique problems. They also scored each problem for severity on the same scale used by the participants, and classified them according to their cause and characteristics. The inter-rater reliability on each variable was satisfactory (> .80) and all differences were solved by discussion. One evaluator also performed a content analysis of problems based on their clarity and suggestions for design. Double-scoring was conducted on 20% of these data, yielding a value superior to .85.

4.6 Comparison metric

The comparison metric was defined along six main dimensions expanding traditional psychometrics literature (Graziano and Raulin, 2004) with the work of (Hartson et al., 2003; De Angeli et al., 2003; Blandford et al., 2008), who provided an in-depth description of different variables to facilitate the comparison of usability evaluation techniques beyond the simplistic
problem-count comparison. Our proposal provides a synthetic metric which includes most of the variables discussed in previous work under 6 basic main dimensions. Each of them includes several variables, as summarised in Table 5. These variables were selected based on the specificity of our study but they could easily be increased to account for different contexts. Operational definitions of each variable are in the Results Section.

The first three dimensions covered traditional concepts in classical test theory, namely reliability, validity, and effective range. Reliability refers to consistency of measurement. Good techniques must give consistent results independently of who is performing the evaluation.Validity refers to the capability of a technique to measure what is intended to measure, i.e., detect real interaction problems and provide a proper estimation of their severity. These two dimensions have been widely discussed in the usability literature and there is little controversy with regard to their utility in facilitating comparisons across different techniques. Effective range refers to the sensitivity of a technique to measure the event of interest with the desired precision. In the usability domain it encompasses well established variables, such as that of thoroughness and effectiveness, but also more innovative variables such as that of scope, the indication of the different kinds of issues identified by different techniques (Blandford et al., 2008).

The three basic psychometric qualities were supplemented by specific dimensions addressing pragmatic aspects of usability evaluation, namely cost, design impact, and perceived value. Cost measures the resources needed to perform the evaluation in terms of time and number of evaluators. Design impact provides an estimation of the effects of the evaluation output on system improvement. This dimension encompasses aspects of persuasive power (the ability of an evaluator to persuade a designer to modify an interface as a result of the evaluation output) and downstream utility (the usefulness of the evaluation on informing redesign) described in (Hartson et al. 2003; Blandford et al., 2008; Cockton and Woolrych, 2009). As the system did not undergo any modification as a result of the evaluation, these two important variables could not be directly assessed in our study. Yet we tried to provide an indirect estimation of some of the aspects included in them, analysing the clarity of the report and the quality of possible design suggestions provided in it. Clarity of report is a pre-condition for persuasive power: designers need to understand the problem if they have to be persuaded to make any change. Clarity of report was addressed subjectively by expert evaluators who coded the data (see Section 4.5) and more objectively by looking at verbal variability within the report, under the assumption that linguistic standardisation is an important aspect of information sharing between different domains (usability experts and designers).
An innovative dimension proposed by our metric is perceived value. It considers the subjective assessment of the quality of a technique by the evaluators, in terms of satisfaction with it.

4.7 Hypotheses

The overarching hypothesis driving our research is that the PB inspection has the potential to improve the performance of novice evaluators by providing a systematic framework and clear indications on how to inspect an interactive system and report the evaluation results. Within this framework, we stated specific hypotheses relative to the performance of PB, HE and TA for each of the six quality dimensions addressed by the comparative metric. These hypotheses are based on previously reviewed literature and our own experience with e-learning evaluation studies. They are summarised in Table 6 and discussed below.

Table 6. Hypotheses

We expected an advantage of PB over the other evaluation techniques on 4 out of 6 evaluation dimensions. In particular, we assumed that the systematic nature of PB will impact on reliability, where we expected that PB will achieve the highest performance, followed in the order by TA and HE (H1). This order is due to the tendency of HE to find more problems of less serious nature than TA. We posited that the detection of less serious problems is more likely to be affected by subjective preferences (Ling and Salvendy, 2009) to the detriment of consistency. Following this line of reasoning, we also predicted that TA will be more valid than HE (H2) but we assumed that PB could counter-act the occurrences of false alarms by providing a structure and clear instructions to inspectors. A positive effect of PB on design impact was also hypothesised, as the activity prompts and the structured reporting format were specified in order to improve a common understanding between usability experts and designers, and to foster design-oriented thinking (H3). Finally, this general positive trend was deemed to have an effect on perceived value, as people applying evaluation patterns will feel more confident in their results (H4).

However, we expected two basic limitations of PB as compared to the other evaluation techniques. The major one refers to the effective range, which could be negatively affected by the limited number of evaluation patterns used in the study. We posited that evaluation patterns may have the undesirable effect to lead evaluators to focus only on selected aspects of the interface, disregarding other potentially important aspects not directly covered in the pattern (H5). Similarly, we anticipated that the cost of performing a PB inspection will be higher as compared to heuristic evaluation, but lower than thinking aloud (H6).
5. Results

A total of 217 unique problems and 38 non-problems (statements which reported not understandable content or unverifiable information) were found. On the average, these problems were scored as being of mixed severity (level 3) by the participants in the study and the experts who coded the data. The distribution of problems in the five severity categories based on the expert coding is reported in Table 7.

<table>
<thead>
<tr>
<th>Table 7. Distribution of problems in the five severity categories</th>
</tr>
</thead>
</table>

Detailed statistical analyses for each of the six dimensions of the comparison metrics are reported in this section. Section 6 discusses the results comparing them with the hypotheses indicated in Table 6.

5.1 Reliability

Reliability was measured with regard to consistency of problems found by the evaluators and to consistency of severity rating. The first variable was computed applying the any-two agreement formula (Hertzum et al., 2003)

\[
\text{Any-two agreement} = \text{Average of } \frac{|P_i \cap P_j|}{|P_i \cup P_j|} \text{ over all } 1/(2n(n-1)) \text{ pairs of evaluators}
\]

where \(P_i\) and \(P_j\) are the set of problems detected by evaluator \(i\) and evaluator \(j\), and \(n\) is the total number of evaluators. This measure ranges from 0%, if no two evaluators reported any problem in common, to 100% if all evaluators reported the same set of problems.

The any-two agreement index was analysed by an ANOVA with evaluation technique (3) as between-subjects factor. The test returned a large significant effect for evaluation technique \(F_{(2,70)} = 26.85, p < .001\), partial \(\eta^2 = .43\). Descriptive statistics are summarised in Table 8. Post-hoc analysis, based on the LSD method, indicated a significant increase from HE to TA and from TA to PB, showing that patterns increased the reliability of the evaluation.

<table>
<thead>
<tr>
<th>Table 8. Descriptive statistics of the any-two agreement index as a function of evaluation technique</th>
</tr>
</thead>
</table>

Consistency of severity ratings was measured by the Intraclass Correlation Coefficient (ICC) for each experimental condition. This coefficient is used when a set of \(n\) targets are rated by \(k\) evaluators and indicates the correlation between one measurement on a target and another measurement obtained on that target (Shrout and Fleiss, 1979). The mathematical model used in the computation of the coefficient was based on a one-way analysis of variance (Case 1 analysis), which applies to cases where each target is rated by a different set of \(k\) judges, randomly selected
from a larger population of judges. The ICC index ranges from a minimal of 0 (no agreement at all) to a maximum of 1 (perfect match). For each experimental condition, we randomly selected 10 problems which were rated by at least 5 evaluators (it is worth noting that only 1 problem was shared among the three analyses). Results indicated little (if any) correlation for HE and TA (ICC average measures = .10 and .17, respectively) and low correlation for PB (ICC average measures = .39).

To conclude, both analyses addressing reliability supported H1, showing that evaluators were more consistent in the problems they found and in the evaluation of their severity when using the PB inspection than when using other techniques (PB > TA > HE).

5.2 Validity

Validity was measured relative to the detection of usability problems (P VALIDITY) and their severity rating (S VALIDITY). The first variable was computed as

\[ P_{\text{Validity}} = \frac{P_i}{I_i} \]

where \( P_i \) is the number of real problems found by the \( i^{th} \) inspector, and \( I_i \) is the total number of issues identified as problems by that inspector. This variable presented a seriously skewed distribution as a very limited number of non-problems were collected. As a consequence, it was analysed by a Kruskal-Wallis H test, the nonparametric analogue of a one-way analysis of variance that can be applied to the comparison of 3 or more independent samples. The analysis returned a non significant effect of evaluation technique (\( \chi^2 = 3.75, p = .15 \)), although the trend of results was in the expected direction (PB = TA > HE). The direct comparison between TA and HE by a Mann-Whitney U test returned a marginally significant effect \( Z = -1.89 \) (N = 48) \( p = .06 \) showing that TA tended to provide more valid results than HE. The same analysis contrasting TA and PB returned no significant results. This trend of results partially supported H2 (PB = TA > HE).

Validity of severity rating (S VALIDITY) was computed using an evaluation performed by experts as base-line criteria. The following formula was applied

\[ S_{\text{Validity}} = S_{ip} - S_{ep} \]

where \( S_{ip} \) is the severity rating of the \( i^{th} \) evaluator to a given problem \( P \) and \( S_{ep} \) is the severity rating of the expert coders to the same problem. Positive values denote underestimation and negative values overestimation. S VALIDITY was tested by an analysis of variance, with evaluation technique as between-subjects factor. A large significant effect of evaluation technique was found
$F_{(2,941)} = 5.96, p < .01$, partial $\eta^2 = .13$. LSD post-hoc analysis indicated a significant difference between PB (mean = .33, std error = .06) and both TA (mean = .11, std error = .08) and HE (mean = .02, std error = .08). These results are in contrast with H2, as they indicated that PB tended to induce overestimation of problem severity, whereas both TA and HE achieved more valid results.

5.3 Design impact

Three variables were taken into consideration to address design impact, namely clarity of report, design suggestions, and linguistic variability. The first two were based on a qualitative assessment by the two expert evaluators who analysed a random sample of 50 problems for each experimental condition. Problems were scored for clarity (on a three point scale: low, medium, high).

Furthermore, the presence of explicit suggestion of design was noted (on a nominal scale present, absent). Finally, all reports were analysed by textpro (http://textpro.fbk.eu/), a suite of modular natural language processing tools for analysis of Italian and English texts (Pianta et al., 2008). Textpro returned the number of unique tokens contained in the reports and identified their grammatical functions (e.g., verbs, nouns, adjectives, prepositions, etc.). A measure of linguistic variability was obtained by counting the number of unique verbs, nouns, and adjectives and dividing it by the total number of verbs, nouns, and adjectives contained in the report:

$$Linguistic\_Variability = \frac{Number\_of\_Unique\_Verbs + Number\_of\_Unique\_Nouns + Number\_of\_Unique\_Adjectives}{Number\_of\_Total\_Verbs + Number\_of\_Total\_Nouns + Number\_of\_Total\_Adjectives}$$

Clarity of report was analysed by a Kruskal-Wallis H test, which showed a significant effect of evaluation technique ($\chi^2 = 7.24, p < .05$). This effect was mainly due to the highest clarity of the reports written by participants in the PB condition (mean rank = 84.32), followed in the order by HE (mean rank = 78.83) and TA (mean rank = 63.35). Only 10% of the problems contained some explicit design suggestions and these problems were detected by the three experimental conditions in a similar number.

The style of the report was also very different across experimental conditions. The average number of tokens used for describing a problem was significantly lower in the HE condition (mean = 20.82; std error = 2.21) than in the PB (mean = 31.30; std error = 2.12) and in the TA conditions (mean = 28.25; std error = 2.21), $F_{(2,70)} = 6.14, p < .05$, partial $\eta^2 = .15$. All grammar forms followed this trend of results, showing that participants in the PB and TA conditions were more verbose than participants in the HE conditions. Furthermore, participants in the PB condition showed significantly less linguistic variability (mean = 56%, std error = .016) than participants in
the TA (mean = 61%, std error = .016) and HE conditions (mean = 64%, std error = .017),
\[ F_{(2,70)} = 6.35, p < .01, \text{ partial } \eta^2 = .15. \] The highest homogeneity in the PB reports was due to the reuse of the standard terminology proposed in the evaluation patterns.

To conclude, the analyses on design impact supported H3, showing that the deliverables produced by evaluators exploiting patterns were clearer and more standardised than that produced by other evaluation techniques. However, no support for the hypothesis that patterns would foster design suggestions was found.

5.4 Perceived value

Perceived value was measured by a combination of quantitative and qualitative data. The quantitative measure was assessed by 11 items of a semantic differential scale. The reliability analysis returned an unsatisfactory value (\( \alpha = .73 \)) suggesting that the scale may be composed of separate dimensions. A factor analysis confirmed the existence of 3 dimensions, explaining 52% of the variance. The first dimension reflected the perceived reliability of the evaluation technique, the second factor the gratification derived by its use and the third factor its ease of use. Three indexes were computed averaging scores to the items with a loading superior to .35 on one and only one factor. Average values are illustrated in Figure 1.

Mean scores to the three factors were entered as dependent variables in a multivariate analysis of variance with evaluation technique as the between-subjects factor. The multivariate test indicated a tendency for condition (Willk’s Lambda \( F_{(6,134)} = 2.05, p = .06 \)), suggesting that overall the three evaluation dimensions changed according to the technique. The univariate effects suggested that this change was principally due to the dimension of gratification \( (F_{(2,72)} = 5.39, p < .01) \). Post-hoc tests indicated that TA was evaluated as the most pleasant technique \( (p < .05) \) with no difference between the other two conditions (TA > PB = HE).

| Figure 1. Average of reliability, gratification, and ease of use evaluations as a function of the evaluation technique |

Qualitative data were collected from the final section of the questionnaire which invited evaluators to write down the best and the worst features of the technique they had used in the evaluation. A total of 78 positive and 72 negative comments were collected. A grounded analysis of these comments allowed the identification of 3 common themes used by participants to assess positive and negative aspects.

- **Perceived thoroughness** refers to the users’ opinion on the coverage of the technique.

  Comments in this category addressed the extent to which a technique was perceived as being
able or unable to highlight as many of the existing interaction problems of the e-learning system as possible.

- **Required expertise** refers to previous skills, background knowledge, and amount of training deemed necessary for applying the technique.
- **Gratification** regards emotional reactions to the activity.

Table 9 reports frequency (f) and percentage (%) values of positive (plus) and negative (minus) themes in the three experimental conditions (highest values within each condition are highlighted). References to perceived thoroughness and required expertise emerged in several comments addressing all the techniques, whereas the gratification theme emerged only in the TA condition where participants reported to have enjoyed the interaction with the user, as well as observing and trying to understand his/her behaviour. Some 78% of negative comments reported by participants in the TA condition referred to required expertise, as participants acknowledged that the outcome was strongly dependent on the evaluator skills and the user’s characteristics. On the other hand, they clearly recognised the importance of involving real users in order to discover many interaction problems, as highlighted by many positive comments on thoroughness.

Participants using the PB inspection reported several positive comments (69%) related to required expertise, stressing the utility of evaluation patterns in guiding inspectors. In fact, only 5% of the comments addressing the expertise theme were negative. The strong majority of negative comments was related to thoroughness, as participants worried that the limited number of patterns used in the evaluation may have hampered the completeness of results. Thoroughness was the prevalent theme in the HE condition, both for positive and negative appraisal. Participants commented that heuristics were useful to discover problems of different types, and strongly appreciated the flexibility of the technique. However, they also acknowledged that heuristics were too general and underspecified, thus requiring some form of background knowledge.

<table>
<thead>
<tr>
<th>Table 9. Frequency and percentage values of positive (Plus) and negative (Minus) comments reported for each category</th>
</tr>
</thead>
<tbody>
<tr>
<td>To summarize, H4 was rejected, as the only subjective difference between the evaluation techniques indicated an advantage of thinking aloud over the other two techniques related to the gratification dimension.</td>
</tr>
</tbody>
</table>

### 5.5 Effective range

Effective range was addressed by four different variables: *thoroughness, serious thoroughness* (S_Thoroughness), *scope, and effectiveness*. Thoroughness refers to the completeness of the
evaluation results with respect to the total number of real usability problems affecting the system (Hartson et al., 2003). This value was computed by the following formula

\[ \text{Thoroughness}_i = \frac{P_i}{P_t} \]

where \( P_i \) is the number of problems found by the \( i^{th} \) inspector, and \( P_t \) is the total number of problems existing in the application (\( n = 217 \)). \( S_{\text{Thoroughness}} \) refers to the completeness of the evaluation results with respect to high-severity problems. It was computed by the following formula, where \( s \) refers to severity \( \geq 4 \).

\[ S_{\text{Thoroughness}}(s) = \frac{\text{number of real problems found at severity level (s)}}{\text{number of real problems that exist at severity level (s)}} \]

The thoroughness indexes were analysed by two separated analyses of variance with evaluation technique as between-subjects factor. In both cases, the effect of evaluation technique was significant (\( \text{Thoroughness} F_{(2,70)} = 25.38, p < .001, \text{partial } \eta^2 = .42; \ S_{\text{Thoroughness}}(s) F_{(2,70)} = 4.21, p < .05, \text{partial } \eta^2 = .11 \)). Descriptive statistics of both variables as a function of experimental conditions are reported in Table 10. PB inspection consistently scored the highest mean values. LSD post-hoc comparisons revealed the following differences (\( p < .05 \)): \( \text{Thoroughness} \ PB > TA = HE, \) and \( S_{\text{Thoroughness}}(s) \ PB = TA > HE. \)

Other interesting findings can be identified by inspecting Table 10. Firstly, overall the thoroughness of all the evaluation techniques was very low, probably due to the large number of pages to be inspected and the many problems present in the application. Secondly, only HE did not change value between the two indexes, confirming previous findings that HE tends to identify mostly low severity problems.

<table>
<thead>
<tr>
<th>Table 10. Descriptive statistics for the thoroughness indexes as a function of evaluation technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>This positive trend of results in favour of PB is challenged however by a qualitative assessment of its performance with regard to very severe problems. This analysis showed the expected effect of attentional fixity which can be induced by the application of evaluation patterns. In the study, six problems were identified as usability catastrophes (5 in severity rating). They concerned: (1) the lack of mechanisms to signal the user position of navigation leading to disorientation; the inconsistent usage of (2) ambiguous icons and (3) field captions; (4) a system crash which regularly occurred whenever the user performed a specific command combination; a difficulty in interacting with some system functionalities, such as lack of text-editing functionalities when (5) performing an exercise or (6) writing a message in the forum. Problems 1, 2, and 3 are of primary importance</td>
</tr>
</tbody>
</table>
in e-learning systems and were identified by 9 participants in the HE condition, 7 in the TA condition, and 5 in the PB inspection condition. Problems 4, 5, and 6 were identified by 5 participants in the TA condition, 2 in the HE condition but no participant in the PB condition. This mismatch may be due to the lack of specific evaluation patterns focusing on the problems.

In order to assess the scope, problems were divided into the two basic categories considered by the PB inspection: quality in use and educational quality. Quality in use covered technological and usability problems. Educational quality covered issues related to content, including statements related to quality of the information provided by the system in terms of subject-matter clarity and completeness, as well as information architecture. Table 11 reports frequency and percentage scores of problems in the two categories as a function of evaluation condition.

<table>
<thead>
<tr>
<th>Table 11. Frequency and percentage of usability problems classified by category and evaluation condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>The total number of problems discovered by participants in the two categories (quality in use and educational quality) was entered as dependent variable in a mixed-design ANOVA with evaluation technique (3) as between-subjects factor and category (2) as within-subjects factor. The main effect of category was strongly significant $F(1,70) = 232.32, p &lt; .001$, partial $\eta^2 = .77$. All evaluators found much more problems related to quality in use than to educational quality. The main effect of technique was also strongly significant $F(2,70) = 25.38, p &lt; .001$, partial $\eta^2 = .42$. PB inspection consistently found more problems than the other techniques. Finally, there was a weak significant interaction between category and technique: $F(2,70) = 1.61, p &lt; .05$, partial $\eta^2 = .04$. This interaction is displayed in Figure 2, showing that it is due to TA and HE. These two techniques found the same number of quality in use problems, but TA found less educational quality problems than HE. PB inspection found more problems in all dimensions.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Figure 2. Average score of quality in use and educational quality problems as a function of evaluation technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problems related to quality in use were further divided into 4 categories according to their cause (Table 11): (a) graphical design (adverse comments on aesthetic aspects of the interface); (b) feedback (negative statements addressing communication between the user and the interface); (c) navigation (problems related to the appropriateness of mechanisms for accessing information and for getting oriented in the system) and; (d) technology issues (e.g. page visualization, compatibility of the system with the browser, downloading time).</td>
</tr>
</tbody>
</table>

The frequency of problems in the three usability related dimension (graphical design, feedback and navigation) were analysed by a mixed-design ANOVA with evaluation technique (3) as between-subjects factor and category (2) as within-subjects factor. The main effect of technique was
significant $F_{(1,70)} = 9.00, p < .001$, partial $\eta^2 = .20$, confirming that PB discovered more usability problems than the other techniques with no difference between them. The 2-way interaction was strongly significant $F_{(4,70)} = 16.17, p < .001$, partial $\eta^2 = .37$. Mean values are illustrated in Figure 3, supporting the idea that different techniques tend to identify different usability problems.

### Figure 3. Average score of quality in use problems as a function of evaluation technique

The effectiveness variable captured the simultaneous effect of thoroughness and validity. It was defined as the product of thoroughness and validity as reported in (Hartson et al., 2003):

$$\text{Effectiveness} = \text{Thoroughness} \times \text{Validity}$$

The ANOVA returned a strong significant effect for evaluation technique ($F_{(2,70)} = 24.29, p < .001$, partial $\eta^2 = .41$), due to the score of the PB (mean = .08, std error = .005) being significantly different from both HE (mean = .05, std error = .005) and TA (mean = .04, std error = .005) (PB > HE ≥ TA).

To conclude, H5 was rejected due to the unexpected tendency of PB to highlight a large number of problems of different type. However, some evidence of attentional fixity still emerged from the analysis of the most serious problems.

### 5.6 Cost

The cost dimension included two efficiency measures, one dealing with evaluation time and the other one dealing with the minimal number of evaluators who would enable the detection of a reasonable percentage of problems in the application.

Evaluation time was measured considering the average number of problems each participant found in 10 minutes (the whole evaluation lasted 180 minutes). The ANOVA indicated that overall this measure is affected by experimental condition, $F_{(2,70)} = 3.80, p < .05$. Post Hoc comparisons (LSD) showed that PB was the most efficient technique (mean = 1.19 problems in 10 minutes, std error = .08). There were no differences between HE and TA, mean = .91, std error = .08 and mean = .90, std error = .08, respectively.

The minimal number of evaluators was analyzed by plotting the cost-benefit curve proposed by Nielsen and Landauer (1993). It relates the proportion of usability problems to the number of evaluators applying the following formula

$$\text{Found}(i) = n(1-(1-\lambda)^i)$$
where $\text{Found}(i)$ is the number of problems found by aggregating reports from $i$ independent evaluators, $n$ is the total number of problems in the application, and $\lambda$ is the probability of finding the average usability problem when using a single average evaluator. The cost-benefit curves for the three groups are reported in Figure 4 ($n = 217$, $\lambda_{HE} = 0.05$, $\lambda_{TA} = 0.04$, $\lambda_{PB} = 0.08$). It emerges that PB consistently reached a better performance with the lowest number of evaluators, while HE and TA were more similar in performance. Assuming the standard 75% threshold considered to indicate maximum efficiency (Nielsen and Landauer, 1993), it emerged that PB reached it with 15 evaluators, whereas neither HE nor TA reached it with more than 23 evaluators.

Thus, H6 was rejected. Indeed, despite our hypothesis that a rigorous application of evaluation patterns is costly, participants in the PB condition performed better than expected.

**Figure 4. The cost-benefit curve for the three evaluation techniques**

### 6. Discussion

The objective of this study was to assess the value of evaluation patterns for facilitating the evaluation of e-learning systems. For this purpose, we have analysed a large sample of inexpert evaluators asking them to evaluate an e-learning application using three different techniques: Pattern-Based inspection, heuristic evaluation and thinking aloud. The comparison metric was defined along six different dimensions that extended traditional psychometric properties with usability specific attributes. Results suggested that evaluation patterns have the potential to improve the evaluators’ performance as compared to the other two evaluation techniques, in terms of reliability, design impact, effective range, and cost. Furthermore, they increased validity in terms of problems discovered but not of severity rating. A summary of the results, with reference to the original hypotheses, is reported in Table 12.

**Table 12. Results of the comparison study**

The first hypothesis was fully confirmed. The PB inspection was the most reliable technique, followed in the order by thinking aloud and heuristic evaluation. Participants who exploited evaluation patterns obtained more homogeneous results both in terms of types of problems and severity estimation. This result is in contrast with other studies (see Table 1) which revealed an advantage of usability testing over the analytical approach in terms of problems severity (Steve et al., 2001; Hornbæk and Frøkjær, 2005; Tan et al., 2009), demonstrating that evaluation patterns provide a robust framework to inspectors applying analytical approach. It has to be noted however that the average reliability of the evaluation techniques was very low (36% in the best condition) suggesting that the evaluation was strongly affected by individual variations. This is not a new
finding in the literature where values as low as 5% are reported (Hertzum et al., 2003). We believe that, in our study, limited reliability was due to the large application to be inspected in a short amount of time, and to the little expertise of the evaluators.

The hypothesis concerning validity was only partially supported. As expected, the PB inspection and thinking aloud were found to be equal and better than heuristics evaluation, but only with regard to problem detection. On the contrary, the analysis of the validity of severity estimation showed that PB inspection tended to overestimate problems, while thinking aloud and heuristic evaluation obtained more valid results. This was an unexpected result, which may be due to the different types of problems evinced in the three conditions, or to a judgment bias induced by the strict methodological apparatus available to inspectors using evaluation patterns.

The hypothesis relative to design impact was partially supported. Participants in the PB condition produced clearer and more standardised reports, as compared to the other two techniques. Thinking aloud was the worst condition with regard to output readability. The positive result of the PB inspection can be attributed to the item Output of the evaluation patterns, which suggests the terminology for reporting the inspection results. While in the case of heuristic evaluation, and more importantly of thinking aloud, evaluators had little to no guidance. However, contrary to our expectations, no differences emerged with regard to the provision of design suggestions, which were extremely rare in all conditions.

The hypothesis relative to perceived value was rejected. The questionnaire analysis showed an advantage of thinking aloud on the gratification dimension due to the social nature of the evaluation setting. The qualitative analysis of participants’ comments revealed three major themes used to talk about evaluation techniques: thoroughness, required expertise and gratification. Participants applying the PB inspection expressed their satisfaction to be able to carry out a good evaluation because patterns guided them during their work. At the same time, however, they worried about the evaluation not covering all problems due to the limited number of patterns. This is an obvious limitation, at the basis of the hypothesis on effective range (H5), which, however, received only partial empirical support in the study. Consistently with the questionnaire results, thinking aloud was found to be the most gratifying technique, but participants worried about the dependency of the results on the evaluator expertise and the user characteristics. Finally, participants in the heuristic condition declared that the general formulation of the heuristic was both a positive and a negative. Indeed if, on the one hand, it permits to discover problems of different nature, on the other hand, it requires a certain level of expertise to be correctly applied.
The two negative hypotheses relative to effective range and costs were rejected, as PB inspection performed better than expected. Indeed, with regard to effective range, it was found to be the best technique in terms of thoroughness, serious thoroughness, coverage of different types of problems and effectiveness. However, we found evidence of the expected fixation effect which may be induced by evaluation patterns, since most participants in this condition missed the most serious problems as they were not covered by the available patterns. The study also confirmed that heuristic evaluation is inclined to collect low severity problems. With regard to cost, the PB inspection resulted in the most efficient technique both in terms of time and number of evaluators necessary for discovering a reasonable number of problems. Despite a rigorous application of several evaluation patterns is time demanding, the highest efficiency of the PB inspection was due to the higher number of discovered problems.

7. Conclusions

The title of this paper poses the question whether patterns could help novice evaluators. The results of a study that compared the Pattern-Based inspection against two well known evaluation techniques (heuristic evaluation and thinking aloud) provide a promising answer to this question showing that patterns can indeed improve evaluation on a number of measurement qualities, including reliability, validity (at least partially), effective range, design impact and cost. The study suggests that patterns have the potential to reduce one of the main drawbacks of other inspection methods, namely their dependency on the evaluator’s skills and experience. Patterns help share and transfer the evaluation know-how of expert inspectors, thus simplifying the inspection process for newcomers. They indicate how best to conduct an inspection, showing which aspects of the application the evaluators should concentrate on and prescribing operational activities. The study also pointed out the main disadvantages of patterns, such as the risk of disregarding even major usability problems because the evaluator attention is guided towards those aspects of the application directly addressed by the set of evaluation patterns used for the inspection. This risk can be limited by the application of a larger set of evaluation patterns.

The PB inspection is a technique applicable to the evaluation of any interactive systems, provided that a set of valid evaluation patterns addressing critical aspects of the application are provided. In this paper, the PB inspection has been used to evaluate e-learning system. To this aim, beside patterns addressing quality in use, also patterns related to the educational quality of such systems have been defined to support evaluators in analysing such aspects, which tend to be disregarded in user testing, as well as in other analytical methods, even when applying e-learning specific heuristics (Squires and Preece, 1999).
This paper also contributes a comprehensive metric for comparative studies of evaluation techniques which extend the psychometric literature with specific dimensions and may help standardisation of studies. Moreover, it fosters the discussion about the objectivity of usability assessment, brought forward by the UX research agenda (Hassenzahl and Tractinsky, 2006) which explicitly recognises the subjective nature of experiences, claiming that quality appraisal is modulated by a number of individual and contextual factors.

The study reported in this paper has some limitations which need to be taken into account when analysing the results. An obvious limitation regards the nature of the sample and the evaluation context. More research is needed to understand how these findings extend to real work-related settings. Furthermore, due to experimental constraints, our sample had to evaluate a very large application in a limited amount of time. Yet, this study reveals important findings supported by a large sample of users and proposes a strong methodological apparatus for future research.
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Design</th>
<th>Participants</th>
<th>Dependent Variables</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jeffries et al. (1991)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>4 evaluators</td>
<td>Number of problems</td>
<td>HE &gt; DO &gt; CW = SG</td>
</tr>
<tr>
<td></td>
<td>DO</td>
<td></td>
<td>6 users</td>
<td>Severity rating</td>
<td>HE &gt; DO &gt; CW = SG</td>
</tr>
<tr>
<td></td>
<td>CW</td>
<td></td>
<td>1 human factor experts</td>
<td>Time</td>
<td>HE &gt; DO &gt; CW = SG</td>
</tr>
<tr>
<td></td>
<td>SG</td>
<td></td>
<td>3 usability engineers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karat et al. (1992)</td>
<td>TA</td>
<td>Between-subjects</td>
<td>24 evaluators</td>
<td>Number of problems</td>
<td>TA &gt; TW &gt; IW</td>
</tr>
<tr>
<td></td>
<td>IW</td>
<td></td>
<td>24 users</td>
<td>Severity rating</td>
<td>TA &gt; IW, TW</td>
</tr>
<tr>
<td></td>
<td>TW</td>
<td></td>
<td>2 usability engineers</td>
<td>Time</td>
<td>TA &lt; IW, TW</td>
</tr>
<tr>
<td>Nielsen and Phillips (1993)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>25 evaluators</td>
<td>Number of problems</td>
<td>DO &gt; HE = GOMS</td>
</tr>
<tr>
<td></td>
<td>DO</td>
<td></td>
<td>20 users</td>
<td></td>
<td>Hot HE &gt; Cold HE</td>
</tr>
<tr>
<td></td>
<td>GOMS</td>
<td></td>
<td>19 students</td>
<td></td>
<td>Hot HE &gt; DO</td>
</tr>
<tr>
<td>Doubleday et al. (1997)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>5 evaluators</td>
<td>Number of problems</td>
<td>HE &gt; TA</td>
</tr>
<tr>
<td></td>
<td>TA</td>
<td></td>
<td>20 users</td>
<td>Severity rating</td>
<td>TA &gt; HE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Time</td>
<td>TA &gt; HE</td>
</tr>
<tr>
<td>Steves et al. (2001)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>4 evaluators</td>
<td>Number of problems</td>
<td>HE = UT</td>
</tr>
<tr>
<td></td>
<td>UT</td>
<td></td>
<td>5 users</td>
<td>Severity rating</td>
<td>HE = UT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Time</td>
<td>UT &gt; HE</td>
</tr>
<tr>
<td>Law and Hvannberg, (2002)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>2 evaluators</td>
<td>Number of problems</td>
<td>HE &gt; TA</td>
</tr>
<tr>
<td></td>
<td>TA</td>
<td></td>
<td>10 users</td>
<td>Severity rating</td>
<td>TA &gt; HE</td>
</tr>
<tr>
<td>Hornbæk and Frøkjær (2005)</td>
<td>MOT</td>
<td>Between-subjects</td>
<td>43 evaluators</td>
<td>Number of problems</td>
<td>MOT = TA</td>
</tr>
<tr>
<td></td>
<td>TA</td>
<td></td>
<td></td>
<td>Severity rating</td>
<td>MOT &lt; TA</td>
</tr>
<tr>
<td>Liljegren, E., 2006</td>
<td>HE</td>
<td>Between-subjects</td>
<td>\</td>
<td>Number of problems</td>
<td>TA &gt; CW, HE, HTA</td>
</tr>
<tr>
<td></td>
<td>TA</td>
<td></td>
<td></td>
<td></td>
<td>CW = HTA</td>
</tr>
<tr>
<td></td>
<td>CW</td>
<td></td>
<td></td>
<td>Severity rating</td>
<td>TA &gt; CW, HE, HTA</td>
</tr>
<tr>
<td></td>
<td>HTA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frøkjær and Hornbæk (2008)</td>
<td>MOT</td>
<td>Within-subjects</td>
<td>58 evaluators</td>
<td>Number of problems</td>
<td>MOT = HE &gt; CW, TA</td>
</tr>
<tr>
<td></td>
<td>TA</td>
<td></td>
<td></td>
<td>Severity rating</td>
<td>MOT = CW &gt; HE = TA</td>
</tr>
<tr>
<td>Tan et al. (2009)</td>
<td>HE</td>
<td>Between-subjects</td>
<td>36 evaluators</td>
<td>Number of problems</td>
<td>HE = DO</td>
</tr>
<tr>
<td></td>
<td>DO</td>
<td></td>
<td>48 users</td>
<td>Severity rating</td>
<td>HE = DO</td>
</tr>
</tbody>
</table>


Table 1. Summary of studies comparing analytical evaluation with usability testing, ordered by publication date.
QU_01: AVAILABILITY OF COMMUNICATION TOOLS

Focus of action: communication tools

Intent: check if the e-learning system provides tools that permit communication among learners, teachers, tutors, etc., and verify their usability

Activity prompts:
- Navigating in the system, identify the available synchronous/asynchronous communication tools
- Being a learner, try to communicate with others (learners, teachers,..)
- Being a teacher, try to communicate with others (learners, teachers,..)
- Being a tutor, try to communicate with others (learners, teachers,..)

Output: a description reporting:
- If synchronous/asynchronous communication tools are not present
- Difficulties in identifying communication tools
- Difficulties to communicate with learners
- Difficulties to communicate with teachers
- Difficulties to communicate with tutors
- Inconsistencies among communication tools

Table 2. An evaluation pattern addressing quality in use

EQ_19: QUALITY OF PRACTICAL EXERCISES

Focus of action: practical exercises

Intent: verify the quality of exercises to allow students to practice with the learned content

Activity prompts:
- Open a course module
- Verify if practical exercises are provided
- Verify if exercises are adequate to the module content (e.g. consistency of topics, consistency of terminology, etc.)
- Perform exercises focusing on the provided feedback (e.g., results about the executed exercise, suggestions on errors, etc.)

Output: a description reporting:
- If exercises are not provided
- Inconsistencies between exercises and module content
- Problems about inappropriate feedback

Table 3. An evaluation pattern addressing educational quality

<table>
<thead>
<tr>
<th>Code</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>QU_01</td>
<td>Availability of communication tools</td>
</tr>
<tr>
<td>QU_02</td>
<td>Quality of graphical interface elements</td>
</tr>
<tr>
<td>QU_27</td>
<td>Availability of course evaluation tools</td>
</tr>
<tr>
<td>EQ_06</td>
<td>Course organization</td>
</tr>
<tr>
<td>EQ_19</td>
<td>Quality of practical exercises</td>
</tr>
<tr>
<td>EQ_24</td>
<td>Topic prerequisites</td>
</tr>
<tr>
<td>EQ_28</td>
<td>Feedback of evaluation tools</td>
</tr>
<tr>
<td>EQ_35</td>
<td>Quality of evaluation tools results</td>
</tr>
</tbody>
</table>

Table 4. The eight evaluation patterns tested in the study. The complete patterns are in (Lanzilotti et al., 2009)

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
<td>Consistency of problems</td>
</tr>
<tr>
<td></td>
<td>Consistency of severity rating</td>
</tr>
<tr>
<td>Validity</td>
<td>Validity of problems</td>
</tr>
<tr>
<td></td>
<td>Validity of severity rating</td>
</tr>
<tr>
<td>Effective range</td>
<td>Thoroughness</td>
</tr>
</tbody>
</table>
Serious thoroughness  
Scope  
Effectiveness

Cost  
Evaluation time  
Number of evaluators

Design impact  
Clarity of report  
Design suggestions  
Linguistic variability

Perceived value  
Evaluator satisfaction quantitative data  
Evaluator satisfaction qualitative data

Table 5. Comparative metric

<table>
<thead>
<tr>
<th>Hypothesis number</th>
<th>Dimensions</th>
<th>Proposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Reliability</td>
<td>PB &gt; TA &gt; HE</td>
</tr>
<tr>
<td>H2</td>
<td>Validity</td>
<td>PB = TA &gt; HE</td>
</tr>
<tr>
<td>H3</td>
<td>Design impact</td>
<td>PB &gt; HE &gt; TA</td>
</tr>
<tr>
<td>H4</td>
<td>Perceived value</td>
<td>PB &gt; TA &gt; HE</td>
</tr>
<tr>
<td>H5</td>
<td>Effective range</td>
<td>TA &gt; HE &gt; PB</td>
</tr>
<tr>
<td>H6</td>
<td>Cost</td>
<td>TA &gt; PB &gt; HE</td>
</tr>
</tbody>
</table>

Table 6. Hypotheses

<table>
<thead>
<tr>
<th>Severity</th>
<th>Not serious at all</th>
<th>Severity 2</th>
<th>Severity 3</th>
<th>Severity 4</th>
<th>Very severe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity 1</td>
<td>17</td>
<td>53</td>
<td>79</td>
<td>62</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 7. Distribution of problems in the five severity categories

<table>
<thead>
<tr>
<th>Evaluation technique</th>
<th>Mean</th>
<th>Std. Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>HE</td>
<td>20.35</td>
<td>1.58</td>
</tr>
<tr>
<td>TA</td>
<td>27.48</td>
<td>1.52</td>
</tr>
<tr>
<td>PB</td>
<td>36.35</td>
<td>1.52</td>
</tr>
</tbody>
</table>

Table 8. Descriptive statistics of the any-two agreement index as a function of evaluation technique

<table>
<thead>
<tr>
<th>Theme</th>
<th>Heuristic Evaluation</th>
<th>Thinking Aloud</th>
<th>PB inspection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plus</td>
<td>Minus</td>
<td>Plus</td>
</tr>
<tr>
<td>Perceived thoroughness</td>
<td>13</td>
<td>52</td>
<td>14</td>
</tr>
<tr>
<td>Required expertise</td>
<td>12</td>
<td>48</td>
<td>6</td>
</tr>
<tr>
<td>Gratification</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>100</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 9. Frequency and percentage values of positive (Plus) and negative (Minus) comments reported for each category
### Table 10. Descriptive statistics for the thoroughness indexes as a function of evaluation technique

<table>
<thead>
<tr>
<th>Evaluation Technique</th>
<th>Thoroughness</th>
<th>S_Thoroughness(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Error</td>
</tr>
<tr>
<td>HE</td>
<td>0.051</td>
<td>0.005</td>
</tr>
<tr>
<td>TA</td>
<td>0.040</td>
<td>0.005</td>
</tr>
<tr>
<td>PB</td>
<td>0.086</td>
<td>0.005</td>
</tr>
</tbody>
</table>

### Table 11. Frequency and percentage of usability problems classified by category and evaluation condition

<table>
<thead>
<tr>
<th>Category</th>
<th>Heuristic Evaluation</th>
<th>Thinking Aloud</th>
<th>PB inspection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f</td>
<td>%</td>
<td>f</td>
</tr>
<tr>
<td>Quality in use</td>
<td>Total</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphical design</td>
<td>22</td>
<td>85</td>
<td>15</td>
</tr>
<tr>
<td>Feedback</td>
<td>43</td>
<td>41</td>
<td>27</td>
</tr>
<tr>
<td>Navigation</td>
<td>18</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Technology</td>
<td>6</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>Educational quality</td>
<td>Total</td>
<td>105</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 12. Results of the comparison study

<table>
<thead>
<tr>
<th>Hypothesis number</th>
<th>Dimension</th>
<th>Proposition</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Reliability</td>
<td>PB &gt; TA &gt; HE</td>
<td>Supported</td>
</tr>
<tr>
<td>H2</td>
<td>Validity</td>
<td>PB = TA &gt; HE</td>
<td>Partially supported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Validity of problems</td>
<td>PB = TA &gt; HE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Validity of severity rating</td>
<td>TA = HE &gt; PB</td>
</tr>
<tr>
<td>H3</td>
<td>Design impact</td>
<td>PB &gt; HE &gt; TA</td>
<td>Partially supported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clarity of report</td>
<td>PB &gt; HE &gt; TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Design suggestions</td>
<td>PB = HE = TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Linguistic variability</td>
<td>PB &gt; HE = TA</td>
</tr>
<tr>
<td>H4</td>
<td>Perceived value</td>
<td>PB &gt; TA &gt; HE</td>
<td>Not supported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA &gt; PB = HE</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>Effective range</td>
<td>TA &gt; HE &gt; PB</td>
<td>Not supported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Thoroughness</td>
<td>PB &gt; HE = TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Serious thoroughness</td>
<td>PB = TA &gt; HE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Effectiveness</td>
<td>PB &gt; HE ≥ TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Evidence of attentional</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>fixity affecting PB)</td>
<td></td>
</tr>
<tr>
<td>H6</td>
<td>Cost</td>
<td>TA &gt; PB &gt; HE</td>
<td>Not supported</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PB &gt; HE = TA</td>
<td></td>
</tr>
</tbody>
</table>
