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ABSTRACT

In this work we introduce a new application of saliency de-
tection as a support for forensic analysis in digital images.
Indeed, although there are some attempts to achieve both de-
tection and localization of image tampering, the majority of
forensics tools require hypothesis about the modified area.
Since we claim that salient objects/subjects, conveying the se-
mantic content of the image, are the regions whose integrity is
more critical, we propose to combine salient object detection
and forensic analysis on the corresponding output. To this
aim we introduce here an improved version of a saliency map
extractor based on segmentation and describe the application
of a tampering detection method allowing digital composite
detection. Experimental results are presented and discussed.

Index Terms— Visual saliency, digital image forensics,
splicing detection

1. INTRODUCTION

Nowadays the use of media contents is widespread and ev-
eryday increasing in various fields like for example journal-
ism and social networks, where an enormous quantity of user
generated contents are available. The diffusion of very flexi-
ble and easy-to-use photo retouching tools allows users to im-
prove and/or modify their content before uploading and shar-
ing it. Thus, the availability of tools able to verify the integrity
of media contents is becoming everyday more critical.

To this aim digital watermarking techniques and more re-
cently digital forensics methods were developed to protect
multimedia data applying active and passive analysis allow-
ing authenticity and integrity verification. In the last decade,
different tampering detection algorithms were developed re-
lying on pixel-based, format-based or geometric-based analy-
sis (see [1] and reference therein) or more recently on quality
metrics [2] to pick out possible forgeries.

Forensic analysis is usually applied on the whole image
or rely on some hypothesis about the tampered area. Only
recently a few techniques were proposed to automatically lo-
calize forgeries. In particular, aligned and non-aligned dou-
ble JPEG compression artifacts are revealed and localized in
[3] (improved version of [4]) and [5], respectively. Although

such attempts to allow both detection and localization of tam-
pering, the majority of algorithms still require hints about the
to-be-tested region in order to avoid brute force analysis.

Therefore, we propose here to use saliency detection as a
support to forensic analysis. Indeed, we assume salient ob-
jects/subjects to be the regions of an image whose integrity is
more critical and important to be verified, since the semantic
content of the photo is highly connected to them. We believe
that modification of salient regions of the image can strongly
modify the message conveyed by it and thus possibly bias the
viewer [6][7].

In this paper, we combine salient object detection and
forensic analysis on it. To this aim we introduce here an im-
proved version of a saliency map extractor based on segmen-
tation which is able to support object highlight [8]. This tool
automatically detects important objects/subjects of the image
where tampering detection can then be applied. As a proof
of concept, we use here the method proposed by Farid in [9]
which allows digital composite detection via analysis of dou-
ble JPEG compression traces.

The rest of the paper is organized as follows: Section 2 is
devoted to the detailed description of our method for saliency
map extraction, in Section 3 we describe the forensic anal-
ysis applied on salient objects, in Section 4 we show some
experimental results, while Section 5 draws some concluding
remarks.

2. SALIENCY MAP EXTRACTION

In this paper we use the bottom-up saliency detection method
described in [8] with some modification. This method is
based on the analysis of low-level features extracted from a
segmented image. The use of segmented image representa-
tion allows the classification on a segment-wise level. This
results in an output map containing regions that to some ex-
tend are consistent with objects on the image. In addition,
it reduces the amount of noisy estimation due to the “aver-
aging” effect within segments described in the following. A
schema is depicted in Figure 1 and described in the following.

Since visual saliency is commonly caused by irregulari-
ties (as can be verified using eye-trackers [10]), the features
used in the method are aimed at detecting these irregularities.
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The features employed in the method can be divided into two
groups. One group consists of features extracted from the
entire image; the other group in contrast stands for features
extracted directly from segments. Here, we introduce some
new features with respect to [8].

The first group includes luminance contrast and center-
surround histograms features. Center-surround histograms
measure the distance between histograms of the inner and
outer windows moved through the image and is based on the
observation that the histogram of the foreground region usu-
ally has wider peak regions in the spectrum compared to that
of the background region. Since the features in the first group
are computed on the global level their values for each segment
are obtained by averaging value of the pixels that belong to the
segment.

The second group includes the following features: dom-
inant color, spatial location, size, geometric class and occlu-
sion. The dominant color feature is computed in a 12 tone col-
orspace. This feature is used in two fashions: i) in conjunction
with psychological studies on the impact of certain colors for
human-attention, and ii) for detecting segments with colors
different from others after normalization over all segments.
The spatial location feature is based on the observation that
amateurs tend to place the most interesting part of the image
into the center. It is computed as the location of segment’s
center of mass. The size feature plays a role of a filter not
allowing for too big (likely to be a part of the background)
or too small regions being misclassified as salient. In order to
improve accuracy in the map extraction, we introduce also the
detection of geometric class for each segment, by exploiting
the classifier described in [11] that provides classes such as
ground, sky, diagonal and vertical planes. This feature allows
for discrimination between planes that are usually belong to
background (sky, ground) and planes that with equal proba-
bility can either belong to background or foreground regions.
Finally, occlusions are also considered and detected by com-
paring locations of centers of mass of neighbor regions, their
shapes and sizes.

A Naive Bayesian classifier is used after training on a
database with over 700 images with ground-truth data. The
input of the classifier is a vector of features values assigned
to a segment. The output is the probability of a segment to be
salient. Combining probabilities and the segmentation map
the output saliency map is constructed.

3. FORENSIC ANALYSIS

In our work we do not use the map directly, but instead we
generate a bounding box from the corresponding map. This
allows for more generalization of our method, due to the rela-
tively high number of region-based forgery detection methods
that require (or simply prefer) a bounding box as an input.
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Fig. 1. The schema of the saliency detector.

3.1. Bounding box definition

Usually bounding boxes are made in such a way that they
cover all the pixels belonging to the test region. The draw-
back of such boxes is that for shapes far from rectangular a
relatively high number of pixels from neighbor regions are
included. If we assume that we have a region that is in fact
a forgery, and its neighbors are not, then the pixels included
from its neighbors could lead to decrease in the accuracy of
the estimation. In addition, saliency maps may include a part
of an unmodified region labelled as salient, that leads to the
same effect.

For this reason we use spread-based boxes that are
aimed at diminishing of this effect by means of exclusion
of boundary zones. Let us consider a salient region with
Xmin, Xmax, Ymin and Ymax denoting its most left, right,
top and bottom coordinates, respectively. The spread-based
box, with coordinates RLeft, RTop, RWidth and RHeight, is
computed as follows:

RLeft = (Xmin +XCoM � SPnx)/2

RTop = (Ymin + YCoM � SPny)/2

RWidth = (Xmin +Xmax + SPnx + SPpx)/2

RHeight = (Ymin + Ymax + SPny + SPpy)/2

where XCoM and YCoM are the coordinates of the center of



mass, while SPnx, SPpx, SPny and SPpy are the spreads of
the region computed as follows:

SPnx = S(Regnx)/height(Regnx)

SPpx = S(Regpx)/height(Regpx)

SPny = S(Regny)/width(Regny)

SPpy = S(Regpy)/width(Regpy)

where Regnx and Regpy denote parts of the region that are to
the left and to the right from its center of mass, respectively,
Regny and Regpy are parts above and below the center of
mass, and S(Regi) is the area of the region.

Boxes computed in the proposed way may be considered
as a downscaled version of a usual bounding box, although
our approach allows for better shape aware results.

3.2. Splicing detection

Since forgeries are often created by combining several im-
ages, we focus on this kind of tampering usually called
splicing. Moreover, if images used for the fake creation have
different JPEG compression qualities, then inconsistencies
within and outside the tampered region can be easily de-
tected. This is a reasonable assumption since usually splicing
are done exploiting images coming from different cameras,
thus very often presenting different quality factors.

We adopt the method presented in [9], which allows to
detect whether a specific region has a different compression
quality than the rest of the image. The basic idea behind this
technique is the following: tampered region with different
JPEG qualities can be highlighted by analyzing the differ-
ences between the original image and its JPEG-compressed
versions and by revealing local minima.

More in details, following [9], differences from the input
image with each counterpart compressed with quality factor q
are calculated and averaged across a b⇥ b pixels region:
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where (x, y) is the current pixel position, i is the color chan-
nel index, and f(·) represents the analyzed pixel value. All
differences are then normalized as follows:

d(x, y, q) = �(x, y, q)� minq [�(x, y, q)]

maxq [�(x, y, q)]�minq [�(x, y, q)]

Finally, the Kolmogorov-Smirnov (K-S) statistic is used to
determine whether the original image and the compressed
counterpart at quality factor q are similar or distinct. The K-S
statistic is defined as:

K = maxu |C1(u)� C2(u)|

where C1(u) and C2(u) are the cumulative probability distri-
butions of two regions in d(x, y, q). Values of the K-S statistic
above a threshold T are considered as hints of tampering.

It can be noticed that the method requires an hypothesis on
the region C1 to be analyzed. Here, we apply the described
procedure on the bounding box extracted from the saliency
map as detailed in Section 3.1, considering C1 with coordi-
nates RLeft, RTop, RWidth and RHeight and C2 the region
of the image outside such a box.

4. EXPERIMENTAL RESULTS

In order to test the proposed approach we have created a set
of test images. Forgery images were created by combining
different images, cutting a foreground part from one image
and pasting it onto the background of another image. Since
the forgery detection method used is sensitive to re-sampling,
if that was required than necessary statistics were recreated
by compressing the original image at required scale and only
after that it was used as a source. For localization of forgery
region a map was extracted from an image followed by com-
putation of the corresponding bounding box. The forgery was
detected by measuring the difference of the output of JPEG
ghost inside and outside the retrieved bounding box. We per-
formed analysis with quality range from 15 to 90 with step 5
and the threshold T equal to 0.35.

Some results can be seen in Figure 2, where we show a
few examples of tampered images, the corresponding ground
truths, the saliency maps and the bounding boxes extracted
with the proposed method, and finally a set of JPEG ghost
maps used for splicing detection. In addition, to complete the
analysis of the method we have performed tests on untam-
pered images proving that the approach proposed does not
interfere with false alarms rate.

In order to evaluate to what extend the estimation of the
tampered region is precise, the agreement between bounding
boxes extracted from a map and mask was used. The perfor-
mance on the test dataset achieved 70% precision with 60%
recall. This result can be considered as a quite good inas-
much as saliency detection by itself is an unsolved problem.
Though the dataset was created with images containing a rel-
atively heterogeneous content allowing for discrimination be-
tween background and foreground (tampered) parts, the back-
ground region still is subject to cause some amount of atten-
tion. For this reason for images with complex content the
precision of foreground extraction decreases leading to the
decrease in the overall performance. In addition, one could
tamper a small portion of a visually unmeaningful region, that
cannot be detected by the approach proposed. However, we
do believe that in most cases one desires to change both se-
mantically and visually meaningful part of the content and
as it was shown above for such cases our method allows for
localization and detection of tampered regions.



Fig. 2. Some examples of tampered images and their results. From left to right: first column: tampered images; second column:
tampered region maps with the corresponding boxes; third column: saliency maps with the corresponding boxes extracted using
the proposed method; and the last columns: JPEG ghost maps at compression qualities of 30, 45, 60, and 75.

5. CONCLUSION

We have proposed here a novel idea to apply forensics anal-
ysis on salient objects/subjects in images. To the best of our
knowledge this is the first attempt to combine saliency map
extraction and tampering detection. We assume salient ob-
jects/subjects to be the regions of an image whose integrity is
more critical and important to be verified, since the semantic
content of the photo is highly connected to them. Moreover,
we believe that modification of salient regions of the image
can strongly modify the message conveyed by it and thus pos-
sibly bias the viewer.

To this aim we have presented an improved version of a
saliency map extractor based on segmentation which allows
in the output map to highlight regions that are consistent with
objects on the image. Thus, we have detailed the application
of a tampering detection method allowing digital composite
detection performed on salient objects.

The idea presented here can be applied with various tam-
pering detection methodologies. Furthermore, we suggest to
exploit a very nice and novel framework for application of
different forensic tools and fusion of their results [12], which
allows to automatically summarize all outputs to get both a
binary and a soft interpretation of the global result.
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