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ABSTRACT

Given the recent development of advanced multimedia techniques
able to support the creation of realistic computer generated charac-
ters, there is the parallel need of automatic tools allowing users to
verify the source of the multimedia data they are observing, thus
discriminating between artificial and natural information. In this pa-
per, we focus on video representing human beings and we propose a
novel method to identify computer generated characters by analysing
the evolution of the face model in chronological order. Experimental
results show that photorealistic facial animations, which are usually
performed following fixed patterns, can be distinguished from natu-
ral ones, which follow much more complicated and various geomet-
ric distortions.

Index Terms— Computer Generated Animations, 3D Face
Modelling, Video Forensics

1. INTRODUCTION

With the development of innovative multimedia technologies, the
realism of computer generated (CG) characters has achieved a very
high quality level. Non-existing subjects or situations can be easily
generated. This is good for film and games production, but in a daily
life context, it raises the need of advance tools supporting users in
the identification of artificial data which may not represent reality.

Since 2005, the research community on multimedia forensics
put a lot of effort in developing methods to distinguish CG and natu-
ral data, focusing mainly on images: by estimating statistical differ-
ences in wavelet-based decomposition [1][2]; by analysing physical
variances, e.g., local patch statistics, fractal and quadratic geome-
try, surface gradient [3]; by evaluating the noise introduced by the
recording device [4]; or by combining various data in a hybrid ap-
proach [5].

The application of these techniques to the problem of identifying
CG characters does not allow to achieve very good performances.
Thus, recently a couple of methods were developed by exploiting
face-specific information. In 2012, a geometric approach support-
ing the distinction of CG and real human faces has been presented
in [6] based on the idea that natural faces are more asymmetric with
respect to synthetic ones, thus exploiting face asymmetry as a dis-
criminative feature. Another method to distinguish between CG and
real characters in videos by analyzing facial expressions has been
proposed in [7]. This is based on the idea that facial expressions in
CG characters follow a repetitive pattern, while in natural faces the
same expression is usually produced in similar but not equal ways.
However, this approach requires the analysis of multiple similar ex-
pression instances, which are not easy to be present in video of real

situations. Moreover, since it works only on 2D information, only
a limited number of face instances (closed to frontal view) can be
exploited.

Given the difficulties of current approaches, we propose here a
model-based method which allow to deal with normal behaviours
of represented facial animation, where characters are moving, i.e.,
turning and rotating their faces. This analysis of the 3D model al-
low to deal more easily with human faces, which are various, de-
formable and can appear in multi ways depending on expression,
lightning condition, poses, etc. In particular, we propose to study
the evolution in chronological order of the 3D model of the analysed
character, demonstrating that its variations allow to reveal synthetic
animation. Indeed, facial animation following fixed patterns can be
distinguished from natural ones which follow much more compli-
cated and various geometric distortion, i.e., bigger variations in the
3D model deformation.

The rest of this paper is organized as follows: the proposed
method is described in section 2, experimental results are reported
in section 3, while section 4 draws some conclusions.

2. THE PROPOSED METHOD

In order to generate realistic facial animations, facial properties are
changed by following some specific rules or movements. The idea
behind this work is to distinguish synthetic characters in videos from
natural ones by exploiting the analysis of such patterns.

In [7], a CG character could be identified by analyzing the vari-
ations of facial feature points comparing similar expressions, since
variations in CG characters are smaller with respect to real persons
performing the same animation. However, it is uneasy to perform
such a measurement. Differences of facial feature points strongly
depend on the selected animations, e.g., differences on feature points
on the lips in a sad expression are not comparable to the differences
in a happy expression, thus requiring the analysis of different sets of
points for each single expression. Moreover, extracting robust facial
feature points when characters are changing their poses is a nontriv-
ial problem.

Here, we propose a novel way to analyze the evolution in time
of the selected face, by estimating the 3D face model and studying
its variations during the video. The reasons behind this solution are:
(i) The face model is less dependent on changes of the face pose; (ii)
Meaningful information about the whole face is taken into account
instead of distinct feature points; (iii) The face model reconstruction
does not require all facial feature points, which are not always visi-
ble due to occlusion or lighting condition, and can be computed for
many more instances of the face within the video.



The proposed method contains 3 main steps:
(A) Video normalization: the video sequence is brought to standard
parameters in terms of resolution and frame rate, so as to minimize
possible alterations of the model caused by different video formats;
(B) Face model reconstruction: facial feature points, which rep-
resent the face shape, are extracted via Active Shape Model (ASM)
and a face form in 3D is reconstructed by modelling a neutral shape
to best approximate the extracted ASM;
(C) CG characters identification: the analysis of variations in fol-
lowing frames of the 3D face model, represented by exploiting the
Principal Component Analysis (PCA), will lead to the final decision.

2.1. Video Normalization

In order to apply the proposed method to different kinds of video
sources, we normalize the source to a standard format to avoid vari-
ations in the model due to the attributes of the video. The frame rate
is therefore reported in the range 10-12 frames/second, which are
largely sufficient to capture all the significant animation variations
in a human face (noticed that the human visual system can process
10 to 12 separate images per second [8]).

In particular, a distance measureDf (Fi, Fj) between face mod-
els in frame Fi and frame Fj is defined and computed. Df (Fi, Fj)
is computed exploiting three special feature points,

Df (Fi, Fj) =
1

3

∑
k∈K

||ρki − ρkj || (1)

where ρki and ρkj are the spatial coordinates of point k on the face
in frame Fi and frame Fj , K = {left-eye inner corner, right-eye in-
ner corner, philtrum}, and || · || is the Euclidean distance. These
points are automatically extracted from each frame by using Luxand
FaceSDK [9]. They are stable under different expressions and light-
ing conditions [10]. Thus, distances of these points can be consid-
ered as a measure of speed of the head movement, and hence can be
used for this video normalization step. Particularly, for every sec-
ond, if Df (Fi, Fj) is smaller or equal to a threshold T , M frames
between Fi and Fj are grabbed. In our experiments, with T equal
8, 10, and 12, the number of frames grabbed M are 10, 11, and 12,
respectively (there are no videos with Df (Fi, Fj) > 12 in our ex-
periments). As to the spatial resolution, each face is analyzed in a
resolution of 400× 400.

After this step (A), an input video is encoded as a series of face
instances of the same person, adjusted by chronological order.

2.2. Face Model Estimation

In order to reconstruct the face model from a 2D input image, we
apply the method from [11]. After building a reference 3D model,
this method adapt this reference model to the 2D image through an
optimization procedure.

To build the reference 3D model, Algorithm 1 is applied on a
training set of 3D images, to construct a normalized mean shape S

3D

which can be considered as a general 3D face model, and the corre-
sponding eigenvectors matrix ϕ3D , which can be used to transform a
given 3D shape into the 3D face model. This normalized mean shape
S

3D
and the eigenvectors matrix ϕ3D are called 3D Point Distribu-

tion Model (PDM). Notice that the PDM is built only once and can
be applied to different faces in different videos.

Given a PDM, we now have to approximate it to all instances of
faces output of step (A). In order to reconstruct the face model from a
2D input image, we have to project the 3D PDM into 2D space. This

Algorithm 1 Compute 3D Point Distribution Model (PDM)

Input: n different shapes of faces {s3D1 , s3D2 , . . . , s3Dn }, where
s3Di = {x1i , y1i , z1i , x2i , y2i , z2i , . . . , xdi , ydi , zdi }, where d is the num-
ber of ASM points and (xki , y

k
i , z

k
i ) is the spatial position of point

kth on face ith.
Output: A normalized mean shape S

3D
and the corresponding

eigenvectors matrix ϕ3D of the training faces .
Method: (inspired from [11])

1: Normalize all face shapes: all the points are scaled into [-1, 1]:
S3D
i ← Normalize3D(s3Di ), i = 1, 2, ..., n.

2: Compute the mean shape: S
3D ← 1

n

∑n
i=1 S

3D
i

3: repeat
4: for each normalized shape S3D

i do
5: Find rotation matrix Ri and translation vector ti to trans-

form S3D
i into S

3D
.

6: S3D
i ← Ri(S

3D
i ) + ti.

7: end for
8: Re-compute the mean shape: S

3D ← 1
n

∑n
i=1 S

3D
i

9: until convergence.
10: Apply Principal Component Analysis (PCA) to all normalized

shapes S3D
i , i = 1, 2, ..., n to have the eigenvectors matrixϕ3D .

Algorithm 2 Extract pose and face parameters (from [11])

Input:
• A shape in 2D: s2D = {x1, y1, x2, y2, . . . , xd, yd}, where
d is the number of ASM points and (xk, yk) is the spatial
position of point kth on the input face.

• A PDM (S
3D

and ϕ3D).

Output: The face model p3D , rotation matrixR and translation vec-
tor t.
Method:

1: Normalize the face shape: all the points are scaled into [-1, 1]:
S2D ← Normalize2D(s2D)

2: p3D ← 0.
3: while p3D , R, and t do not converge do
4: Compute R and t by solving

Err =
∣∣∣∣∣∣S2D − P (R(S

3D
+ ϕ3Dp3D) + t)

∣∣∣∣∣∣
2

(2)

using Zhang’s method [12], P is the projection transforma-
tion. A 3D point (xi, yi, zi)T is projected by P into 2D space
as follows:

P

xiyi
zi

 =
f

zi

(
xi
yi

)
+

(
ox
oy

)
(3)

where f is the focal length, and (ox, oy) is the principal point
location on 2D image.

5: Compute the new face: S∗3D ← R(S
3D

+ ϕ3Dp3D) + t

6: Generate the ideal 3D shape S
′3D: S

′3D ← x and y values
from S2D and z values from S∗3D .

7: Recompute p3D from S
′3D:

p3D = (ϕ3D)T (R−1(S
′3D − t)− S3D

).
8: end while



could be done through an optimization procedure, which is summa-
rized as Algorithm 2. The main idea is to perform the optimization
process on a single instance each time: face pose is estimated based
on the generated shape, then based on the new computed pose, the
new face shape is re-estimated, and so on, i.e., either shape or pose
is estimated each time based on the other information (in our exper-
iments, the convergence is reached after 20 - 25 iterations). Thus,
step (B) will produce all the information needed to map the set of
2D faces into the corresponding set of 3D face models.

Notice that differently from [11], the ASM points for each 2D
face s2D are extracted by using Luxand FaceSDK [9], which is able
to extract 66 ASM points for each face in still images. Camera in-
trinsic parameters (f , (ox, oy)), the rotation matrix R and the trans-
lation vector t in equation (2) and (3), are represented as a single
camera projection matrix, and hence can be jointly approximated.
They can be decomposed from the camera projection matrix by us-
ing the method in chapter 6, section 6.3.2 in [13].

2.3. Computer Generated Character Identification

As an output of step (B) we have p3D , R and t for each analyzed 2D
face representation. Now in this last step (C) we propose to analyze
the evolution of such 3D face models p3D during the video, demon-
strating that facial properties are changed by following some specific
rules or movements and analyzing its variations allow to reveal syn-
thetic animation. Thanks to PCA, exploiting the face model p3D al-
lows us to work on a space where information about the whole face
is encoded but also somehow compressed in the first components
which contain the most important parts of the signal. Furthermore,
we study the evolution of the model not only during the whole video,
but also on non-overlapping windows which can highlight particular
animations and expressions of the represented character.

Let us assume each window Wj of length of l, and a face model
p3Di extracted and encoded using PCA as p3Di = (p1i , p

2
i , ..., p

n
i )

for each frame i in Wj . In order to study how the 3D face model
evolves in Wj and thus to measure the complexity of the geometric
distortion during the animation, we extract the following properties:

1. The mean values µc
j , c ≤ n, in Wj .

µc
j = mean(||pc2 − pc1||, ||pc3 − pc1||, ..., ||pcl − pc1||) (4)

2. The standard deviations of differences σc
j , c ≤ n, in Wj .

σc
j = sdv(||pc2 − pc1||, ||pc3 − pc1||, ..., ||pcl − pc1||) (5)

3. The average lengths of the trajectories τ cj , c ≤ n, in the first
components.

τ cj =
1

l − 1

l∑
i=2

||pci − pci−1|| (6)

4. The average length of the combination of trajectories T c
j ,

c ≤ n, of the first components.

T c
j =

1

l − 1

l∑
i=2

√√√√ c∑
k=1

||pki − pki−1||2 (7)

(note that T 1
j = τ1j ).

Here, µc
j contains the mean of the differences between the mod-

els and σc
j measures the spread of the models (from µc

j). τ cj and T c
j

evaluate the amount of changes of the models over time. Consider-
ing this problem as the analysis of a point moving in the space, Eq.
(4) and Eq. (5) represent the mean position and variance, while Eq.
(6) and Eq. (7) describe the length of the path of the moving point.

Frame #1 Frame #30 Frame #50 Frame #80
(a) Computer Generated

Frame #1 Frame #30 Frame #50 Frame #80
(b) Natural

Fig. 1. Example of properties from Eq. (4) to Eq. (7) for a CG (a)
and a natural (b) video sequences with l = 80 and c = 1.

These set of features are extracted from each window Wj . An-
other set of features is extracted in the same way over the whole
video, i.e., l = N , whereN is the number of frames. Since such fea-
ture set computed on the whole video is a fundamental information
for videos with a main single expression while the average computed
on sets corresponding to Wj , ∀j, is critical when we deal with more
complicated videos with complex animations, both these properties
are extracted and analyzed to lead to the final decision.

Shown in Figure 1 are the differences of the first component p1i
of each frame i from the p11 of the first frame (see Eq. (4)) of (a) a
CG happy face and (b) a natural happy face. In this example, the first
80 frames were extracted and analyzed. The mean µ1

l , the variance
σ1
l and the average length τ1l (= T 1

l ), l = 80, for (a) are smaller than
the corresponding (b) values, as reported in Figure 1.

With all the properties extracted as described from Eq. (4) to Eq.
(7), support Vector Machine (SVM) is used to differentiate between
CG and natural face animations. We use a polynomial kernel with
Sequential Minimal Optimization (SMO) method.

3. EXPERIMENTS

Two published datasets have been used in our experiments:

• CASIA-3D FaceV1 [14]: which consists of 4624 scans of
123 people using the non-contact 3D digitizer. For each per-
son, they collected 37 - 38 images, both in 3D and 2D, in
different poses, expressions, and lighting conditions.

• Boğaziçi University Head Motion Analysis Project Database
(BUHMAP-DB) [15], which contains 440 videos of 11 peo-
ple (6 females, 5 males) performing 5 repetitions of 8 differ-
ent gestures. Each video lasts about 1 - 2 seconds.



(a) 66 points
Error: 5.832

(b) 49 points
Error: 5.602

(c) 45 points
Error: 4.987

(d) 37 points
Error: 4.821

(e) 33 points
Error: 4.749

(f) 25 points
Error: 4.199

(g) 23 points
Error: 4.869

(h) 18 points
Error: 5.2055

Fig. 2. Different setups on facial landmark positions and the corre-
spondent errors.

We also created and collected faces and videos via FaceGen soft-
ware [16] (created from the images in BUHMAP-DB and CASIA-
3D FaceV1) and internet, which are:

• Set 1: 10 face models in 3D, rotated with different poses and
stored in 2D to have 60 images in total.

• Set 2: 24 sets of synthetic characters performing different
expressions, (2 males and 2 females with 6 expressions for
each person). For each set, 100 images has been created as a
video of 10 seconds with the frame rate of 10 fps.

3.1. 3D Face Reconstruction

Since the proposed method depend deeply on the extracted points
from Luxand FaceSDK [9], it is necessary to perform experiments
to measure the performance of this application. Hence, we used im-
ages of 30 people from CASIA-3D FaceV1, 20 images for each per-
son with different poses and lighting condition for testing. The result
was obtained with the average difference of 5.83 pixels, when com-
paring the reconstructed 66 ASM points with the manually marked
points (the resolution of the image is 400× 400). However, the po-
sition of points at eyebrows or chin is often not very accurate due to
occlusion or illumination conditions. Therefore, reducing the num-
ber of selected points usually allows to improve the performance of
the reconstruction step (B). Hence, we performed the test not only
on the setup with 66 ASM points but also with other configurations,
ranging from 66 points to 18 points.

An illustration of all setups is shown in Figure 2 which also
shows that setup (f ) with 25 points provides the best solution with
an average error of 4.2 pixels (approximate 1%, comparing to the
size of the image). This setup also provides the best solution on syn-
thetic faces from Set 1, with an average error of 4.1 pixels. Hence,
we used this configuration for all following experiments.

3.2. CG Facial Expression Identification

In this experiment, we ran our method on the BUHMAP-DB dataset
and compare the results with [7]. Notice that in this case animations
will mainly consist of single expressions like happiness or sadness.
Windows size l = 4 and the number of analyzed components c = 3
are chosen, the LOO (Leave One Out) cross validation was used.

The accuracy achieved by the proposed method outperforms results
in [7] as shown in Table 1.

Table 1. Comparision between the proposed approach and the
method in [7].

Animations Happiness Sadness
Method in [7] 67.5% 72.5%

Proposed approach 97.5% 87.5%

3.3. Synthetic Animation Identification

In this experiment, we used 24 animations from BUHMAP-DB and
24 synthetic animations from Set 2. Notice that in this case, anima-
tions are more complicated, consisting of both expressions and other
gestures of the faces.

We ran our proposed approach with different sets of features,
i.e., different values of l and c, in order to determine the best con-
figuration. SVM was used as a binary classification and LOO cross
validation was applied in the test. The proposed method obtained the
best result with the accuracy of 93.75% on the windows length l = 4
with the features extracted from the first 3 components, i.e., c = 3.
The details are shown in Table 2 where columns are the numbers of
components c and rows are the length l of the analyzed windows.

Table 2. Accuracy performance of the proposed method on different
configurations. Columns are the numbers of components and rows
are the length of the analyzed windows. Accuracies are displayed in
percentage.
HH

HHHl
c 1 2 3 4 5 6

2 62.50 72.92 68.75 64.58 47.92 45.83
3 70.83 85.42 89.58 77.08 60.42 50.00
4 70.83 89.58 93.75 81.25 58.33 50.00
5 68.75 85.42 85.42 70.83 56.25 47.92

4. CONCLUSIONS

In this paper we introduced a robust technique to differentiate be-
tween CG and natural faces in video. By analysing the evolution of
the face model in time, the method can overcome difficulties caused
by different face poses, occlusions, or lighting inconsistencies. Ex-
perimental results showed that synthetical animations can be iden-
tified since their model are normally recreated or performed in pat-
terns, comparing to natural animations which follow more compli-
cated geometric distortion. Larger datasets and more complex ac-
tions will be considered in further work.
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