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One of the aims of modern Bioinformatics is to discover the molecular mechanisms that rule
the protein operation. This would allow us to understand thecomplex processes involved in liv-
ing systems and possibly correct dysfunctions. Given the evident interest of the pharmaceutical
industry, an active research has been conducted in the classification of proteins and their inter-
actions. The first step in this direction is the identification of the functional sites of proteins.
As there is a huge amount of variables and data involved in such task, intelligent approaches
for the automatic detection of active sites are needed.

There may be many ways to deal with the problem of automatic protein active site identi-
fication. We have defined it as a binary classification task andwe have applied efficient linear
maximal margin classifiers as SVMs extended with the use of kernel methods.

We modeled the objects we want to predict to be active sites ornot, which are basically
topological regions of a protein, as spheres in the three-dimensional space, centered on an
amino acid (or residue) of the protein. This representationbrings us to have for each protein a
number of spheres which is equal to the number of amino acids of the protein.

Each of the previously mentioned objects (spheres in the three-dimensional space) can be
described by both linear and structural features. We have devised innovative attribute-value and
structured computational representations derived from adequately preprocessed biological and
spatial information of protein crystals retrieved from theProtein Data Bank.

The portion of the protein contained in a spherical three-dimensional region can be repre-
sented with a completely connected graphG = (R, D). R is the set of vertices of the graph
which represent residues (side-chain centroids ), whileD is the set of edges which represent
the distances in the three-dimensional space between the pairs of vertices.

In order to design the computational model, we provided two possibilities: (1) feature vec-
tors able to capture the most important properties of the graph and (2) graph based kernels in
kernel-based machines such as SVMs. For example a graph-basedad hoc solution can evaluate
similarities between two graphsG1 andG2 using a naive kernel function or a more complex one
in a more relevant way from a biological point of view, that is, basing the similarity measure
computation on the scores of the similarity matrices PAM or BLOSUM.

Point (2) often leads to high computational complexity. We approached such problem by



extracting a tree forest from the target graph and applying efficient tree kernels [1]. Each of the
feature vectors and of the trees of a forest has an assigned and proper semantics. For example
we can include in each training example a feature vector associated to each of the residues
contained in the topological region of the protein. Different kernels can be used with different
features subsets, i.e. it can be evaluated the similarity among different tree representations of
an example preserving their semantics during the evaluation. Formally, given two objects we
want to classifyo1 = {~t1, ..., ~tm, ~u1, ..., ~un} ando2 = {~t′1, ...,

~t′m′ , ~v1, ..., ~vn′}, their similarity is
evaluated with the following kernel function:

K(o1, o2) = τ
∑min(m,m′)

i=1 Kt(~ti, ~t′i) +
∑min(n,n′)

i=1 Kp(~ui, ~vi),

whereτ is a parameter which rules the contributions of tree kernelsKt() with respect toKp()
which is a polynomial kernel.

In addition, labeling the catalytic residues in each individuated functional region allows us
not only to state if a region of a protein is an active site or not but also to indicate with high prob-
ability which are the catalytic residues. The model to pass from the pointwise local information
to global one may produce an exponential computational complexity, e.g. if it is considered the
labeling of a region as the labeling task of all possible binary configurations of residues (each
taken as a different instance). Moreover, the number of negative examples in opposite to the
number of positives would highly increase. So, the already existent imbalance in the dataset
might become more evident making the separation of the examples in the hyperplane still more
difficult. To alleviate such complexity, ranking algorithms already used in other classification
tasks can be applied to reduce the proliferation of negativeexamples. These ranking algorithms
allow us to consider in the dataset only the most probable labeling configurations.

In [2], the authors have shown that the best performing algorithm for the prediction of active
site amino acids (or residues), among the set of WEKA software package classifiers, is a SVM.

Moreover our previous work has shown that structural kernels used in combination with
polynomial kernels can be effectively applied to discriminate an active site from other regions
of the protein for a specific class of enzymes, the hydrolases[3].

Thanks to the proposed improvements our new approach is at the same time more general
and accurate, possibly leading to higher performance.
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