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Thenotionof contet is widely studiedin differentareasof artificial intelligence(Al). Perhapshe
first referencdo contect in Al canbetracedbackto R. Weyhrauchandhis work on mechanising
logical theoriesin the interactve theoremprover FOL (Weyhrauch1980). However, it becamea
popularissueonly in thelate 1980swhenJ. McCarthyproposedo formalisecontet asa possible
solutionto the problemof generality: ‘When we take the logic approacho Al, lack of general-
ity shavs up in thatthe axiomswe deviseto expresscommonsenseknowledgearetoo restricted
in their applicability for a generalcommonsensedatabasg. ..] Wheneer we write an axiom,
a critic cansaythatthe axiomis true only in a certaincontext. With a little ingenuitythe critic
canusually devise a more generalcontect in which the preciseform of the axiom doesnt hold’
(McCarthy 1987). In the sameyears,D. Lenatand R. Guhaintroducedan explicit mechanism
of contexts in the CYC commonsenseknowledgebase.Guha— underMcCarthy’s supervision-
proposeda logic of contet in his Ph.D. dissertation. In this work, several and importantcon-
cepts(suchasthe formula Ist(c,p) lifting, enteringand exiting contects) were introducedand
formalised. F. Giunchigliawasthe first to shift the focus explicitly from context to contextual
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Abstract

In this paperwe provide a foundationof a theory of contextual reasoningrom the per
spectve of atheoryof knowledgerepresentationStartingfrom the so-calledmetaphoof the
box, wefirstly shav thatthemechanismsf contectual reasoningproposedn theliteraturecan
be classifiedinto threegeneraforms(calledlocalisedreasoningpushandpop, andshifting.
Secondly we provide a justification of this classification,by shaving that eachmechanism
correspondso operatingon a fundamentatimensionalongwhich context dependentepre-
sentationgnay vary (namely partiality, approximation andperspectivé. Fromthe previous
analysiswe distill two generabprinciplesof a logic of contectual reasoningFinally, we shav
thatthesetwo principlescanbe adequateljormalisedin the framewvork of MultiContext Sys-
tems In the lastpartof the paper we provide a practicalillustration of the ideasdiscussedn
the paperby formalisinga simplescenariogcalledthe Magic Boxproblem.
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reasoningn his 1993 paperon Contextual ReasoningGiunchiglia1993). His main motivation

wasthe problemof locality, namelythe problemof modellingreasoningvhich usesonly a subset
of whatreasonersictuallyknow aboutthe world. The proposedramework, called MultiContext

SystemgMCS), wasthenappliedto formaliseintensionalcontexts, in particularbelief contexts

(Giunchiglia, Serafini,Giunchiglia& Frixione 1993,Cimatti & Serafinil995,BenerecettiBou-

guet& Ghidini 1998)).We referthereaderto (Akman& Surar 1996)for agooddiscussiorof the

work ontheformalisationof contet in Al.

The interestin contet is not limited to Al, though. On the contrary it is discussedand
usedin variousdisciplinesthat are concernedwith a theory of representation.In philosophy
of languagethe notion of pragmaticcontext hasbeenusedto provide a semanticgo indexical
(demonstratie) languagesat leastsince J. Bar-Hillel' s seminalpaperon indexical expressions
(BarHillel 1954). Almost twenty yearslater, D. Kaplan publishedon the Journal of Philosoph-
ical Logic his well-known formalisationof a logic of demonstraties(Kaplan1978). A broader
philosophicalapproacho context wasproposedanddevelopedby J. Perryin his papersonindex-
icalsanddemonstraties,see(Perry1997). Anotherapproachpasedon situationsemanticsyas
pursuedby J. Barwiseand others(Barwise1986,Surar & Akman 1995). Recently R. Thoma-
sonhasstartedworking on a type theoreticfoundationof context (ThomasoriL999). In cognitive
science,mary authorshave proposedtheoriesof mental representationwhere mental contents
arethoughtof aspartitionedinto multiple contexts (alsocalledspacegDinsmore1991), mental
spacegFauconnierl985),etc.). We only needto mentionherethatthe notion of context is very
importantfor otherdisciplinessuchaspragmaticslinguistics,formal ontology(see(Bouquet Ser
afini, Brezillon, Benerecett& Castellanil999)for arecentcollectionof interdisciplinarypapers
on context).

Despitethislargeamountof work, we mustadmitthatwe areveryfarfrom agenerallyaccepted
theoryof contectual reasoning Evenif we restrictthefocusto theoriesof representatioandlan-
guage the definitionsof contet thatcanbe foundin theliteraturerangefrom ‘[. ..] alocation—
time, place,andpossibleworld — at which a sentenceés said’ (Lewis 1980)to ‘[. ..] apsycholog-
ical constructa subsebf the hearers assumptionsiboutthe world’ (Sperber& Wilson 1986),to
‘[the] subsetf the completestateof anindividual thatis usedfor reasoningabouta givengoal’
(Giunchiglia1993). This makesquite difficult to find an agreemenbn whatthelogical structure
of reasonings whencontet dependeninformationis involved. Admittedly, mary authorsinves-
tigatedspecialforms of contextual reasoningut the issueof contetual reasoningn itself has
remainedn the background.The situationis suchthat, to the bestof our knowledge,no onehas
succeedeth puttingtogetherall this work on context andcontectual reasoningn a singletheory
Theresulthasbeena fragmentatiorof interestsmethodologiestechnicattools.

In this paperwe aim at providing a foundationof sucha theory of contextual reasoningoy
distilling its basicprinciplesfrom what hasbeendonein the past. Startingfrom the so-called
metaphoof thebox, weillustrateour approactio contextual representatioandreasoningsection
2). In section3 we addresghe mainissueof the paperin four steps:first, we exploit the basic
featuresof themetaphoiof the boxto shav thatthe mechanismef contextual reasoningproposed
in the literaturecan be classifiedinto threegeneralforms (calledlocalisedreasoning pushand
pop, andshifting), eachaffectingsomeelemenbf acontext dependentepresentatiofsection3.1);
secondwe shaw thatthe classificatiorinto threetypesof mechanisntorrespondo operationon
threefundamentatlimensionsalongwhich a context dependentepresentatiomay vary (section



3.2); third, we usethe resultsof the two previous sectionsto distill two principlesof a logic
of contetual reasoningsection3.3); finally, we shav that MCS formalisethesetwo principles
(section3.4). In the last part of the paper we introduceand formalisethe Magic Box problem,
a simple scenarioin which the mechanism®f contetual reasoningcan be illustratedand used
(sectiord).

2 Setting up the context

It is sortof commonplacéo saythatary representatiors context dependentBYy this, it is generally
meanthatthecontentof arepresentationannoteestablishedhy simply composinghecontentof
its parts;in addition,onehasto considerextrainformationthatis left implicit in therepresentation
itself. Examplesare: the location andtime when one says‘It’ s raining’; the SherlockHolmes
storieswhenoneassertsHolmes is a detectve’; the situationwith respecto which we describe
the positionof two blocksason(z, y); thequalificationthatwe meanwaterto drink whenoneasks
‘Is therewaterin therefrigerator’(of coursethereis water any food containswater but we cant
drink it); andsoon. Therearemary reasonsvhy suchfurtherinformationis left implicit. First, it
allows muchtersermrepresentationsf commonsensdactsaboutthe world. In reasoningit allows
agentsto disregarda hugeamountof potentially available information and concentrateonly on
whatis relevantto solve a problemin a givencircumstanceln linguistic communicationit allows
a spealer to rely on informationthatthe recever is supposedo have aboutthe relevant features
of theongoingandpossiblypastcorversationsandin generalbn commonsense&nowledgeabout
theworld.

P1=V1..... Pn=Vn .....

Sentence 1

Sentence 2

Figurel: Contet asabox

In (Giunchiglia& Bouquetl997),thenotionof context dependencss illustratedby introducing
the metaphorof the box (seefigure 1). A context dependentepresentatiosanbe split into three
parts: inside the box, a collection of linguistic expressiongbe it a single sentenceor an entire
theory) that describea stateof affairs or a domain; outsidethe box, a collection of parameters
Py, ..., P, ..., andavalueV; for eachparameter;,. Theintuition is thatthe contentof whatis
insidethe box is determinedat leastpartially, andin a senseto be defined)by the valuesof the
parameterassociatedvith thatbox. For example,in acontect in whichthespealeris John(i.e.the
valueof theparametefspealer’ is setto John),arny occurrencef ‘I’ will referto John(we should
addalot of qualifications put for the momentwe will ignorethem).

Themetaphorcanbeusedto provide a simpleillustrationof avarietyof important(andsome-
times controversial) issuesin a theory of contectual representatiomnd reasoning.We consider
threeof them.



Thefirst hasto do with the parameterd,, ..., P,, . ... Whatfeaturesof contet arewe to in-
cludeamongP4, ..., P,,...? Isit possibleto specifyall therelevantparametersyr is the collec-
tion alwaysincompletes thelist of contextual parameteralwaysthesamepris it differentfrom
context to context? Theoriesvary alot. Kaplan(1978),for example,takesit thatall contexts de-
pendonthesamecollectionof parametersandthatthis collectionis finite (actually it is aquadru-
ple: aworld, atime,aspealer, andalocation).Othersarguethatarepresentatiodepend®n mary
otherfeaturesof contet. Lewis, in his 1970paperon generalsemanticgLewis 1970),lists eight
parameterd;enat,in arecentwork onthedimensionf context spacgLenat1999),discussed 2
parameterghe callsthem‘dimensions’);mary otherauthorssaythatthe setof contextual depen-
denciess verylarge,virtually infinite (Guhal991,Sperbe& Wilson1986,McCarthy1993,Giun-
chiglia & Bouquet1997), andis differentfrom context to context. The justificationsare quite
different. On the onehand,GuhaandMcCarthy(in someof his papers)provide a ‘metaphysical’
justification,andarguethatcontexts arerich objects namelyobjectsthatcannever be completely
described.On the otherhand,Giunchigliaand Bouquet(1997) proposean ‘epistemological’ex-
planation;they arguethatin practicewe cant getacompletdist of dependencielsecausave only
have partialknowledgeof theworld (this factsmustbetakeninto accountin anepistemologically
adequateheoryof representation)in addition,someauthorsaguethatdifferentboxesmay have
differentcollectionsof parametergassociateavith them.For example thefactthatablock z is on
ablocky in asituations canberepresenteth differentways.In acontect in which the situationis
leftimplicit (i.e.it is oneof theparametersutsidethebox), we canusetheexpressioron(z, y) (the
valueof the parametetells usto whatsituationthe expressionsefers).In acontect in whichthere
is noimplicit assumptioraboutthe situation(i.e. thereis no parametefor the situationoutsidethe
box), the samefactwould berepresentedith theexpressioron(z, y, s), wherethedependences
madeexplicit insidethebox (Guhal991,McCarthy1993,Giunchiglia& Ghidini 1998).

The secondssuehasto do with therelationshipbetweerthe parameterd,, ..., P,, .. ., their
value,andtherepresentatiomsidethe box. How do parametersindtheir valueaffect therepre-
sentatiorof afact?In whatsensea parameteprovidesimplicit informationwhichis to beusedin
interpretingwhatis insideabox? Canwe getrid of parameterandgeta contet independentep-
resentatiorof the contentof abox? Variousrelationshipdetweemarameterandrepresentations
have beenanalysedTherelationshipis very clearwith indexical expressionsindeedtheir exten-
sionandintensionis determinedy thevalueof contectual parametersi-or example,if thespealer
associateavith acontext is changedrom Johnto Mary, thenthecontentof thepronoun’l’ is mod-
ified accordingly However, thereare otherpossiblerelationships.Perry for example,discusses
the conceptof unarticulatedconstituentnhamelyobjectsthat areleft implicit in a representation
becausdhey canbe retrieved from the context. Unlike indexicals, herenothingin the represen-
tation indicatesthatthereis a contextual dependeng Considerthis examplefrom (Perry1997).
Therelation‘raining’ is definedbetweeralocationandatime. However, if theresidentof Z-land
never getary informationabouttheweatherarnywhereelse they canusethesentencdt’ sraining’
leaving unarticulatedhelocation(i.e. Z-land). In otherwords,thelocationis includedamongthe
contetual parametersln Al, the prototypicalexampleof this sortis McCarthy’s ‘above—theory’
(McCarthy 1993) (from now, we will referto this exampleasthe A—T example). The notion of
unarticulatecconstituenttanbe generalisedindeed,not only algumentsof predicatesanbe left
unarticulated.All often,assumptiongreleft implicit. Someexamples:fictional contets (when
we say'Holmesis adetectve’ in acontext in whichwe implicitly assumehatwe aretalking about



the SherlockHolmesstories) counteractualcontets (whenonesays'| would speaka perfectEn-
glish’ in acontext in which he/shamplicitly assumeshecounteractualhypothesisif | wereborn
in the UK’). Moreover, contextual parametersnay restrictquantification for examplewhenone
says'All dogsaresleeping’in a context in whichit is clearthathe/shes referringto a particular
setof dogs(e.g.thedogsin aroom, his/herdogs,andsoon).

Thethird issuehasto do with therelationshipamongboxes: whatis the relationshipbetween
the parametersf differentboxes?How doesthis relationshipaffect the relationshipbetweerthe
contentsof differentboxes? In somecasesthe relationshipbetweenthe parametersf different
boxesis veryintuitive. For example,if oneof theparameterss time (e.g.theday),thentherelation
is the obvious one (e.g. Januarylst, 2000 precedeslanuary2nd, 2000). For locationis slightly
more complicated put still intuitive. However, for other parameterge.g. beliefs, counterctual
hypothesis, ..) therelationship(if ary) is lessobvious. This hasimportantimplicationsfor the
issueof contetual reasoning. For example,when the relationshipbetweenparameterss well
understoodthereis a naturalway for exporting factsfrom onecontext to another Kaplans logic
of demonstratiesis perhapshebestexampleof thiskind: if ‘Y esterdayt wasraining’ is truein a
context in whichtimeis setto January2nd,2000,then‘Todayis raining’ mustbetruein acontet
in which time is setto Januarylst, 2000. If we hadsuitableinferencerules, ‘Todayis raining’
couldbedervedin the secondcontext startingfrom the premiss’Y esterdayit wasraining’ in the
first only because¢hereis anorderbetweerthe parametes values(from now, we will referto this
exampleasthe Y —T example).In othercasestherelationis not obvious,andsometimeshereis
no relationshipatall.

Theaimof discussinghethreeissuesaboveis to setupthecontext of ouranalysisof contextual
reasonindy clarifying whatissuesaredealtwith in thepaperwhatarenot,andwhy. Our attitude
is the following. Onthe onehand,we will disreggardthoseaspectghatdo not affect a theory of
contetual reasoning.For example,we do not addresshe issueof whatis the ‘right’ collection
of contectual parametergif ary), sincethe reasoningmechanismsre the same,whatever the
collectionis. On the otherhand,we do not wantto make ary unnecessargommitmenton the
issuesve dealwith. Sinceourgoalis notto proposeaparticulartheoryof contextualreasoningbut
to provide agenerafoundationwe try —whenpossible-to accountor themoregeneratheories,
andseethe othersasspecialcases.Thus,we will allow for infinite collectionsof parametersand
treata finite numberof parameterssa specialcase. We will allow for contects with different
collectionsof parametersandtreattheoriesin which every context hasthe sameparameterasa
specialcase.

3 Contextual reasoning

The problemof contextual reasoningcanbe intuitively statedasthe problemof understandinghe
generaimechanismsghatpeopleuseto reasorwith informationsuchthat (i) its representatiode-
pendonacollectionof contectual parametersand(ii) is scattereccrossamultiplicity of different
contets.

Mechanismdor contextual reasoninghave beenstudiedin differentdisciplines,thoughwith
differentgoals.However, we still lack a unifying perspectre onwhatalogic of contextual reason-
ing shoulddo. As a consequencat is very difficult to seethe relationshipbetweenthe work on



contet in differentdisciplines(notto mentionthefactthatsometimeshis relationships notclear
evenwithin the samediscipline!). Indeed,thereare good piecesof work on utterancecontets,

belief (and otherintensional)contets, problemsolving contets, cognitive contexts, and so on,

but it’ s not clearwhetherthey addresslifferentaspect®f the sameproblem,or differentproblems
with the samename. In this section,we try to put someorderin this situationby addressinghe

problemof contextual reasoningrom a foundationalperspectie.

3.1 Forms of contextual reasoning

In the pasttwo decadesa large repertoireof mechanismdgor contetual reasoninghave been
identifiedandformalised. A very partial list includes:reflectionand metaeasoning(Weyhrauch
1980, Giunchiglia1993), specialisation enteringand exiting contet, lifting, transcendingcon-
text (Guhal991,McCarthy1993,Buvac & Mason1993),local reasoning switch context (Giun-
chiglia 1993, Bouquet& Giunchiglia1995), parochial reasoning context climbing and context
initialisation (Dinsmore1991),changingviewpoint(Attardi & Simi 1995),reasoningnto regions
(Lansky 1991),focusedreasoning(Hayes-Roth1 991, Laird, Newell & Rosenbloonil987). The
guestionwe addressn this sectionis: Whatmechanismef contextual reasoninglo they capture?
In answeringhis questionour goalis not to compareformalismsfrom a technicalpoint of view.
What we arelooking for is a way of classifyingthemaccordingto the generalmechanisnthey
implement.

Our proposals thatall the mechanism®f contectual reasoninghatarediscussedn theliter-
aturecanbe classifiednto threebasicforms,accordingto the elementof the box thatthey affect:
therepresentatiorthe collectionof parametersandthe parametersvalues.

Localisedreasoning A first generalform of contextual reasonings basedon theintuition that
somereasoningprocessesarelocal to a singlebox (contet), asif theinformationin thatbox was
theonly informationavailableonagivenoccasionTheideais that,oncewe havefixedacollection
of contextual parameterandtheir values therearereasoningrocessethattake into accounonly
whatis insidea box, disregardingthe rest. The mostintuitive caseof localisedreasonings when
an agentis reasoningabouta specificand well recogniseddomainof discourse(say the Italian
cuisine,socceythe SherlockHolmesstories,the 1960s).Anothertypical caseis problemsolving
contets, namelyshortliving representationshich containonly the informationthat a reasoner
deemdo berelevantto the solutionof a particularproblem.

Examplesof localisedreasoningare McCarthy’s reasoningin a contect, Giunchiglia's local
reasoning Dinsmores parochial reasoning However, thoughthey all sharea commonintuition,
the differencesamongtheseapproachesre quite significant. Someauthorsthink of localised
reasoningsimply asa way of partitioning a knowledgebaseaccordingto somepragmaticrule;
the expectedadvantageis that it makes reasoningsimpler by reducingthe numberof potential
premissesat eachreasoningstep. Otherauthors,however, ague that this ‘divide and conquer’
approachs notenough.Becausef the existing relationshipsamongdifferentcontexts, localised
reasonings not simply equivalentto reasoningn a partition of a knowledgebase. One must
take into accounthatsomefactscanbeinferredlocally only becaus®therfactscanbeinferredin
othercontets (in theY —T example, Todayis raining’ in thecontet of Januarylstcanbeinferred
from ‘Y esterdayit wasraining’ in the contect of January2nd). The secondmportantdifference
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Figure2: Pushandpop

concernghelogic whichis usedto reasoriocally. Mostauthorgakeit thatthelogic is thesamen
every contet (reasonings local, butthelogic is global). Othersproposehatlocalisedreasoningn
differentcontexts mayobey differentlogics(e.g.closedworld assumptionvhencheckingthetrain
scheduleanddeductiorwhenproving theoremsn classicalogic), seee.g.(Giunchiglial993).

Pushand pop. Thecontentof acontet dependentepresentatiors partlyencodedn theparam-
etersoutsidethe box, andpartly in the sentencessidethe box. Someauthorsproposereasoning
mechanism$or alteringthe balancebetweenwhatis explicitly encodednsidethebox andwhatis
left implicit (i.e. encodedn the parameters)intuitively, theideais thatwe canmove information
from the collection of parametersutsidethe box to the representatiomside the box, andvice
versa. We call thesetwo mechanismgpushandpopto suggest partial analogywith the opera-
tions of adding(pushing andextracting (popping elementdrom a stack(the analogydoesnot
entailthatthereis an orderamongparametersthough). In onedirection,pushaddsa contextual
parameteto the collectionoutsidethe box andproducesa flow of informationfrom the insideto
the outsideof the box, thatis partof whatwasexplicitly encodedn therepresentatiors encoded
in someparameterlin theoppositedirection,popremovesa contextual parametefrom the collec-
tion outsidethe box andproducesa flow of informationfrom the outsideto theinside,thatis the
informationthatwasencodedn a parameters now explicitly representethsidethe box.

Consideyfor instancethe A—T example.Thefactthatblock z is onblocky in asituations is
representedson(z, y, s) in acontet ¢ with no parametefor situations.Theideais thatin some
casesve wantto leave implicit the dependencen the situations (typically, whenwe don’t want
to take situationsinto accountin reasoning).This meansthat the situationcanbe encodedasa
parameterandthe representatiosanbe simplifiedto on(z, y). Pushis the reasoningnechanism
which allows usto move from on(z, y, s) to on(z, y) (left-to-rightarrow in figure 2), whereagop
is the reasoningmechanismwhich allows us to move backto on(z, y, s) (right-to-left arron in
figure 2). Hence pushandpop capturethe interplaybetweerthe collectionof parametersutside
theboxandtherepresentatiomsidethebox.

It is worth noting thatthe mechanisnof enteringandexiting contect proposedoy McCarthy
andotherscanbeviewedasaninstanceof pushandpop. Supposeve startwith asentencesuchas
coc : p, Whoseintuitive meaningis thatin contet ¢, it is truethatin contet ¢ the propositionp is
true. The context sequence,c canbe viewedasthereificationof a collectionof parametersEx-
iting ¢ popsthe context sequenceandtheresultis theformulac, :ist(c, p), wherethe dependence
oncis madeexplicit in therepresentatioist(c, p) (ist(c, p) isthemainformulaof McCarthy'sfor-
malism,assertinghata p is truein context c); corversely enteringc pusheghe context sequence
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Yesterday it was raining Today is raining

............... Shifting

Figure3: Shifting

andresultsin the formulacyc : p, makingthe dependencen c implicit in the context sequence.
This specialform of pushandpop hasbeenstudiedby mary authorsasa separatessue. So, for
example,Giunchigliausesreflectionup to popthe collectionof parameterandreflectiondownto
pushit; Dinsmoreintroducesa rule of context climbingto popthe collectionof parametersanda
rule of spacenitialisation to pushit.

Noticethatpopis relatedto the problemof deconte&tualisation.It canbeviewedasa form of
(relative) decontetualisation throughwhich we getrid of parameterandexplicitly representhe
correspondingnformationwithin the box. As such,it is a philosophicalminefield. Theres been
a lot of agumenton whetherwe cankeepon poppingthe collectionof parametersintil we get
rid of all contextual dependenciesPhilosopherslinguists, psychologistssociologists.are split
into oppositefactions. Correspondinglywe find formalisationsbasedon the assumptiorthat a
completedecontetualisationis possible(e.g.Dinsmores spacecalledbasg, andothersthatdery
the existenceof sucha mostgeneralcontet (e.g. (Guhal991, McCarthy 1993, Giunchiglia&
Bouquet1997)). Thoughthis issueis very important,in this paperwe do not needto commit
oursehesto either position. Indeed,from the standpointof a theory of contetual reasoning,
choosingoneattitudeor the otherdoesnot affect the popmechanism.

Shifting. A third form of reasoninghasto do with changingthe valueof contextual parameters.
In otherwords, unlike pushandpop, what changess not the collectionof parametersbut their
values. The name'shifting’ is inspiredto the conceptof shifting in (Lewis 1980). The intuition
is thatchangingthe value of contextual parametershiftstheinterpretatiornof whatis represented
insidethebox.

The simplestillustration of shifting is reasoningwith indexical expressions.Let us consider
in more detail the Y —T example. The factthat on Januarylstit is raining canbe represented
as‘Todayis raining’ in a contect in which time is setto Januarylst, while it canbe represented
as'Yesterdayit wasraining’ if the parameteis setto January2nd. As it is shown in figure 3,
shiftingis thereasoningnechanisnwhich allows usto move from onerepresentatioto the other
by changingthe valueof the parametetime, provided we know the relationshipbetweerthe two
parametes values.

Shifting is not limited to indexical expressions Anothervery commonexampleof shifting is
whenthe viewpoint changesg.g. whentwo peoplelook at the sameroom from oppositesides
(whatis right for the first will be left for the other). A third caseis cateyorisation. For the sup-
portersof teamA, themembersandthesupporter®f teamB areopponentsandvice versafor the
supporter®f teamB. And the examplescanbe multiplied.

In the literature,we canfind differentinstancef shifting. Kaplans notion of characteris
the semanticatounterparof this reasoningnechanisnwith indexical languagesGuhaandMc-



Carthyformalisea form of shifting usingthe notion of lifting; Dinsmoreintroduceshe notion of
secondarycontet; Giunchigliausesbridge rules (thoughbridgerules,lik e lifting, areusedto for-
maliseotherforms of contextual reasoningaswell). Needlesdo say the differencesamongthese
formalisationsaremary andsignificant. For example,Kaplanallows shifting betweerary pair of
contets (this is a consequencef the fact that his theoryassumeshat the languageas the same
in all contexts andassigngo eachcontet the samecollectionof parametersonly with different
values),whereasothersrestrictshifting to pairsof contexts whoseparametersrerelatedto each
others. A further disagreemenis aboutthe interpretationof shifting. Someauthors(e.g. Guha)
arguethatshifting providesa very strongmapping(i.e. logical equivalence)oetweerthe contents
of differentcontexts, whereaothers(e.g.Giunchiglia)think thatthis mappingcanonly beaweak
relationof compatibility betweerformulaeof distinctlanguagesvhoseobjective relationshipis —
atleastin practice— out of reach.

3.2 Dimensionsof contextdependence

Thethreeforms of contectual reasoningve describedn the previous sectionmay appearasthe
resultof taking too seriouslythe metaphorof the box andits basicelements:the representation,
the parametersandtheir values.Indeed,localisedreasoningallows for reasoningwithin a given
representatiorfi.e. with a fixed collection of parametersand values); pushand pop allows for
addingor removing parameterfrom thecollectionof contextualdependenciesindshifting allows
for varyingthevaluesof a givencollectionof parameters.

Thegoalof thissectionis to shaw thatthethreeformsof contextualreasoningve have isolated
actually correspondo operatingon threefundamentatdlimensionsalongwhich a contect depen-
dentrepresentatiomayvary: partiality, namelywith the portionof the world which is takeninto
account;approximation namelywith the level of detail at which a portion of the world is repre-
sented;and perspective namelywith the point of view from which the world is obsenred. If we
succeedn arguingthis correspondencleetweerthethreeformsof contectual reasoningandthese
threedimensionsof representationthenwe arein the position of describinga logic of contex-
tual reasoningasthelogic of the (formal) relationsbetweernpartial,approximateandperspectial
representationsf theworld.

Partiality = We saythat a representationis partial whenit describesonly a subsetof a more
compehensivestateof affairs. Theintuition is illustratedin figure 4. Thecircle below represents
a stateof affairs. From a metaphysicaperspeciie, it may be the world; cognitively, we can
imaginethatit is the totality of whatan agentcantalk about. The circlesabove stayfor partial
representationsf theworld, namelyrepresentationsf portionsof it. Thefiguresuggestshatthere
may be somerelationshipsbetweenpartial representationgsuchas overlappingand inclusion),
but we do not discussthis aspecthere. A sentencesuchas’It’ s raining’ takenin isolation,a set
of axiomsdescribingthe blocksworld, a cookbook,a handbookof biology, the SherlockHolmes
stories,areall examplesof partialrepresentations.

Perhapghe bestexampleof partial theoriesin the literatureare micro-theories(MT) in CYC
(Lenat& Guhal990),eachof whichrepresenta smallknowledgebaseabouta particulardomain
(this ideahasbeenrefinedin (Lenat1999), whereit is proposedhat eachcontext is a point in
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Figure4: Partiality

a twelve-dimensionakpaceof parameters).Dinsmores partitionedrepresentationgDinsmore
1991),andsituations asdefinedin (Barwise& Perry1983),areotherexamples.

A differentusageof partialtheoriess in problemsolving. In generalgivena problem,people
seemto be capableof circumscribingwhatknowlegeis relevantto solveit, anddisregardtherest.
In this case assumption®nwhatis relevantactascontetual parameters.

Finally, partialtheoriesareusedin theoriesof linguistic communicationWhena spealer says
somethingo ahearerit is assumedhatthelatterinterpretsvhatthespealer saidin somecontext.
Accordingto (Sperbei& Wilson 1986),[a] context in this sensds not limited to theinformation
abouttheimmediatephysicalervironmentor theimmediatelyprecedingutterancesexpectations
aboutthe future, scientifichypothese®r religious beliefs, anecdotaimemories,generalcultural
assumptionsbeliefsaboutthe mentalstateof the spealer, may all play a role in interpretation’.
However comple, suchaninterpretationcontext includesthe setof factsthatthe hearertakesto
berelevantin orderto assignthe correctinterpretatiorto whatthe spealer said. In this senseit is
apartialtheory

Approximation We saythata representations approximatewhenit abstactsaway someas-
pectsof a givenstateof affairs. A descriptiorof anoffice in termsof walls, windows, doors chairs,
tables,plugs,andsoon is anapproximateepresentatiorhecauset abstractsaway aspectsuch
asthe chemicalcomponent®f furniture or sub-atomicparticles. A representatioof the blocks
world in termsof the binary predicatesn(z, y) andabove(z, y) is approximatepecausaspects
suchasthessituation,the colourof the blocks,their weight,andsoon, areabstracte@way.
Figure5 illustratesthis idea. The bottom circle representshe world as before. The circles
above correspondo possiblerepresentationsf the world at differentlevels of approximation.
The figure depictsthe hierarchyof representationasif eachof them coveredthe entire world.
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Figure5: Approximation

However, it shouldbeclearthatanapproximateepresentatiosanalsobe partial (in thesensene
definedabove), andthereforet mayrepresena portionof theworld.

This notion of approximationis relative: a representatiotis approximatebecauset abstracts
away detailsthatanotherepresentatiotakesinto account.Therepresentationn(z, y) andabove(z, y)
is more approximatethan the representation(z, y, s) andabove(z,y, s), asthe first abstracts
away the dependencen the situation. Of course thereis the openpoint of whetherthereis such
a thing asa non approximaterepresentatiomf a stateof affairs. It would be a sort of leastap-
proximaterepresentationnamely a representationvhich is lessapproximatethan anyone else.
Eventhoughthis issueis of the greatesimportancen someareasof philosophy(for example,in
a debateon reductionism)we canavoid committingto one positionor the other aswe areonly
interestedn thereasoningnechanismshatallow usto switchfrom amoreto alessapproximate
representatiorandnotin the epistemologicastatusof the differentrepresentations.

Perspectve A third dimensioralongwhich arepresentatiomayvaryis perspectie. In general,
we saythata representationis perspectivalwhenit encodes spatio-tempaal, logical, and cog-
nitive point of view on a stateof affairs. Figure6 is a graphicalillustration of the idea. In what
follows we discusssomeintuitive examples.

The paradigmaticcaseof spatio-temporaperspectie is given by indexical languages.Con-
sider purely indexical expressionssuchas ‘here’ and‘now’. A sentencesuchas’‘It’ s raining
(here)(nav)’ is a perspectial representatiofecauset encodesa spatialpespecitie (i.e. the lo-
cationat which the sentencesre used,the spealer’s current‘here’) and a temporalperspectie
(i.e. the time at which the sentencesre used,the spealer’s current‘'now’). The philosophical
tradition shavs usthateven nonindexical sentencessuchas‘lce floatson water’, encodea per
spectve, namelya logical perspeciie. Indeed,they implicitly referto ‘this’ world, namelythe
world in whichthe‘here’ and‘now’ of thespealer belong(thesamesentenceif utteredin aworld
differentfrom our world, might well be false). That's why Kaplan,for example,includesa world
amongthefeatureghatdefinea context, anduseshis world to interpretthe propositionabperator
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World

Figure6: Perspectie

‘actually’.

Indexicals are not the only expressionghat encodea perspectre. Supposefor example,that
two agentslook at the sameobject (for examplethe magic box of figure 7). Becauseof their
differentviewpoints,therepresentationf whatthey seeis completelydifferent,andwe caneven
imaginethat the agentnamedSide, who seesa two-sectorbox, hasno ideathat the otheragent
seesa three-sectobox. Moreover, the sameball canbe describedasbeingon the right by Side
andasbeingontheleft by Front.

A subtlerform of perspectie is whatwe call cognitive perspecitie. It hasto do with the fact
thatmary representationsncodea point of view whichincludesacollectionof beliefs,intentions,
goals,andso on. For example,a supporterof teamA will referto supportersof his teamas
‘friends’ andto supportersof teamB as‘opponents’,whereasB would refer to themthe other
way around. It goeswithout sayingthat a point of view doesnt needto be anindividual’s point
of view. Teamsprofessionafroups,nterestgroups societiescultures all provide theirmembers
with aperspectie on their environment.A goodexampleis the way differentprofessionafjroups
within the sameorganisatiorrepresentheir knowledgeabouta domain,makingquite difficult the
designingof knowledgemanagemenystems.

Cognitive perspectie is very importantin the analysisof whatis generallycalled an inten-
sional contet, suchasa belief context. JohnandMary may have dramaticallydifferentbeliefs
aboutScottishclimate, even if they representhe sameuniverseof discourse(or portion of the
world) at the samelevel of approximation.We don't seeary otherway of making senseof this
differencethanthat of acceptingthe existenceof a cognitive perspectie, which is part of what
determineghe contet of arepresentation.

At this point, we arereadyto justify our claim that the threeforms of contectual reasoning
are preciselymechanismshat operateon the threedimensionsof partiality, approximation.and
perspectie:
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¢ localisedreasonings thereasoningnechanisnthatallows usto exploit partialrepresenta-
tionsof theworld in orderto make reasoningnoreefficient (and,in realworld scenariosto
make it possiblein practice).Localisedreasonings thereforereasoninghathappensvhen
a particularcollectionof parameterandtheir valuesarefixed. It' s reasoningn a box, asif
thebox containedll thatis needed;

e pushandpopis thereasoningnechanisnthatallows usto vary the degreeof approximation
by regulatingthe interplay betweenparametersutsideandrepresentatiomsidea box. In
otherwords, pushandpopis a way of moving from one contect to a more (less)approxi-
mateoneby operatingon the collectionof parametersthusmakingimplicit/explicit in the
representatiosomecontextual dependencies;

e shifting is thereasoningnechanisnthatallows usto changethe perspectie by takinginto
accounthe ‘translation’ of arepresentatiomto anothemwhenthe valueof somecontetual
parameters changed.

3.3 Distilling the principles of a logic for contextual reasoning

The correspondencketweerforms of contextual reasoninganddimension®f context dependent
representationallows usto saythata logic of contextual reasonings a logic of therelationships
betweenpartial, approximate and perspectivalrepresentations The requirementf a general
logic of contextual reasoningcanthusbe statedasfollows:

e ontheonehand,it mustallow for a multiplicity of partial, approximateand perspectial
representationsf theworld;

¢ ontheotherhand,it mustformalisethe reasoningnechanismshat operateon suchrepre-
sentationspamely:

— localisedreasoningyvhich allows for reasoningvithin partialrepresentations;

— pushandpop,which allows for reasoningvhenthe degreeof approximatiorat which
theworld is represented varied,;

— shifting, which allows for reasoningwhen the perspectie from which the world is
represented changed.

In the past,variouslogics have beenproposedvhich formaliseoneaspecbor the otherof such
alogic of contectual reasoning As we saidbefore,our aim is not to proposea particularlogic of
contectual reasoninghut to distill the generalprinciplesof sucha logic. Now the challenges to
find the principlesthataccountor all therequirementsve statedat the beginningof the sectionin
their mostgeneraform.

Following a traditionalview in symbolicAl, we assumeéhat knowledgeabouta domaincan
berepresentedsalogical theorypresente@gsanaxiomaticsystem({L, 2, A), whereL is aformal
languaggtherepresentatiofanguageof thetheory), 2 is a setof well-formedformulaeof L (the
axioms)and A is a setof inferencerulesof L (theinferencemachinery),e.g, the setof natural
deductionrulesfor L. Reasonings formalisedasinferencewithin the theory (nothingprevents
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usfrom assuminghat,in general differentcontexts may have differentinferencerules). Now the
guestionwe startwith is whetherit is appropriateo formalisea context asatheory

Intuitively, differenttheoriesmay representlifferentportionsof the world (partiality), at dif-
ferentlevel of detail (approximation)from differentperspecties. Moreover, inferencewithin a
theoryseemdo capturevery well the ideaof localisedreasoning.However, this is not enough.
Thinking of a context asatheorywould notallow usto capturetherelationshipetweerdifferent
partial, approximateandperspeciial representationsThis leadsto thefollowing idea: a context
is a theorywhich is ‘plugged’ into a structure of relationshipswith othertheories In otherwords,
atheorycanbe part of a contect, but we musttake into accountthe factthatthereis a structure
which actsasa sourceof additionalconstrainton whatcanbe derived (whatis true)in a context.
Intuitively, theseconstraint@reinducedby therelationshipsamongthe parameterassociateavith
the contexts, andtheir values.In the Y —T example,the structureprovidesthe constrainto the ef-
fectthat‘Todayis raining’ cannotbetrue (derivable)in thecontext wheretimeis setto Januaryl st
without Y esterdayit wasraining’ beingtrue (derivable)in a context wheretime is setto January
2nd, 2000. In the A—T example,the structureprovidesthe constraintto the effect that on(z, y)
cannotbe true (derivable)in ¢(s) without on(x, y, s) beingtrue (derivable)in ¢ (i.e. a contet in
which situationsareleft implicit).

Theseideascanbe given a precisemodel-theoretiand proof-theoreticformulation. Let us
introducesometerminologyandnotation.Supposd, . . ., T, is acollectionof theories.L; is the
languageof the i-th theory €); is its setof axioms, A, is its inferenceengine,and Th(();) is the
transitve closureof T;. T; is thetheoryassociatedavith thecontet ¢;. Let M; denotethe setof all
possiblemodelsof thelanguagel;. ThenMy, C M; is thesetof modelsthatsatisfy Th((2;).

Thefirstprinciple of contextual reasoning PCR1)canbe statedasfollows:

First Model-theoretic PCR (PCR1,,7) The setof modelsthatsatisfya context ¢; is a subsebf
M;.

First Proof-theoretic PCR (PCR1p7) Thesetof formulaethatcanbederivedin acontet ¢; is a
subsedf L;.

Indeed,the form of this principleis very general asit hasto accountalsofor nonmonotonic
contts. In this case,putting additionalconstraintson a theory may resultin changingthe set
of modelsthat satisfyit, andaccordinglythe setof formulaecontainedin the transitve closure.
However, whenthe theoryassociatedavith eachcontext is monotonic,the principle PCR1canbe
giventhefollowing strongerform:

(PCRY'yr): thesetof modelsthatsatisfya context ¢; is asubsedf My ;

(PCR1'pr): thesetof formulaethatcanbederivedin acontet ¢; is asuperseof Th(;).

Theimportof PCR1maybeeasilyoverlooked. It saysthata contet is a partial,approximate,
and perspectial representatiomn its own right. The languageassociatedvith a context ¢; is a
constrainton what canbe expressedn it, anda modelof ¢; is aninterpretationof the language
L;. This meansthat the semanticsf distinct contexts is definedin termsof distinct semantic
structures.
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PCR1doesnot sayarything aboutthe relationshipbetweencontexts. Let usintroducesome
furtherterminologyand notation. A structural constaint betweena pair of contets ¢; andc; is
arelationbetweerthe truth of aformula¢ € L; andthetruth of aformulas) € L;. Intuitively,
structuralconstraintsare inducedby the relationshipsexisting amongthe parametergand their
values)of ¢; andc;. For instancethe structuralconstraintof the Y —T exampleis the following:
whenever ‘Todayis raining’ (morein general; Todayjp|’) is truein acontext wheretimeis January
1st,"Y esterdayt wasraining’ (Y esterdajp|) mustbetruein acontext wheretime is January2nd.
This constraints inducedby the orderof the valuesfor thetemporalparameter

Let R beastructuralconstraintoetweeny in c; and in ¢;. We saythata modelm; of L; is
compatiblewith amodelm; of L; with respecto R if, whene&erthesentence is satisfiedby m;,
thesentencey is satisfiedoy m;. For instanceif ¢; andc; arethecontetsin whichthetime is set
to Januarylstand2nd,respectiely, m; is compatiblewith m; if, wheneerm, satisfiesasentence
of theform ‘Todayp|’, m; satisfiesY esterdajp|'.

Finally, we saythata modelm; of L; satisfiesa structural constaint R with themodelsof L;
if thereexistsamodelm; of L; whichis compatiblewith m; (with respecto R).

The proof-theoreticcounterparts the notion of structural derivation Intuitively, a structural
derivationis a derivation of a formulain a context which exploits the structuralconstraintswith
othercontets. In the Y—T example,‘Todayis raining’ is structurallyderivablein ¢; whenever
‘Y esterdayt wasraining’ is derivablein c;.

Whatwe saidcanbe statedasa secondprinciple of contextual reasoning PCR?2):

SecondModel-theoretic PCR (PCR2,,r). Only modelsthatsatisfyall the structuralconstraints
with modelsof othercontexts canbe saidto satisfya context.

SecondProof-theoretic PCR (PCR2p1). Only formulaethat belongto the transitive closureof
the union of the theory associatedvith a context and the formulae derived by structural
derivationsbelongto thetransitive closureof the context.

If PCR1constrainsvhatcanbe said,PCR2constrainavhatis true (whatcanbe derived)in a
contet. Therelationbetweenthe two principlesshouldbe clear PCR2saysthattherearefacts
which aretrue (derivable)in a contet becaus®f arelationshipexisting with someothercontext;
PCR1saysthatthis relationshipis suchthatnothingwhich is not locally expressiblein a context
canbetrue (derivable)in it.

Structuralconstraintg(derivations) are the model-(proof-)theoreticounterpartof the mech-
anismsof contextual reasoningdescribedabove. In the Y —T example,the structuralconstraint
capturesaform of shifting; in the A—T example,the structuralconstraintcapturepushandpop.

Let usbriefly discussf andhow PCR1andPCR2areformalisedin two existing frameaworks.
Kaplan’s logic of demonstratiesis suchthat the setof factsthat can be expresseds the same
in every contet (becauseahe languageis the same),and thereforethe first principle is trivially
satisfied;on the other side, the characterof an expressionis preciselya way of characterising
structuralconstraintghat correspondo a form of shifting (partiality and approximationare not
dealtwith in hislogic). In Buvat andMasons logic of context, PCR1is formalisedby assuming
thatthe globallanguages only partially interpretedn eachcontext (this leadsthemto introduce
thenotionof a contet vocahulary, namelythe subsebf thelanguagevhichis interpretedor each
contet). It is not clearwhethertheirlogic fully compliesto PCR1,asthe formulaist(k,) is well
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definedfor ary well-formedformula ¢ belongingto this global language andthereforewe can
sensiblyaskwhetherthe formulaist(x,¢) is true (false,undefined)evenfor formulae¢ which are
not partof the vocahlulary of the context x. A form of pushandpopis ‘hardwired’ in their logic
throughthe mechanismef enteringandexiting contexts.

3.4 A formalisation of contextual reasoning

To the bestof our knowledge,Local Model Semantic§LMS) and MultiContexts SystemgMCS)
aretheframework thatsatisfieghesetwo principlesin the mostgeneraform. In theremainderof
this sectionwe shortly present.MS andMCS andshaw thatthey formalisePCR1and PCR2in
the monotoniccase thatis whenaddinginformation(axiomsand/orconstraints}o contects does
notreducetheconsequencemecandrav. Foramorecompletepresentatiomf theformalism,the
interestedeademayreferto (Giunchiglia& Ghidini 1998)and(Giunchiglial993). By aluseof
notation,we will usethe symbolc; (possiblywith differentsubscripts)to meaneitherthetheory
associateavith context ¢; or acontext embeddedh a structureof relationshipswvith othercontexts.

In LMS, onestartswith a family of languageq L; };c; (hereafted{ L;}). Intuitively, L; is the
representatiomanguageof a contet (or theory)c;. Eachlanguagel; hasits setof models};.
Every subsetM. of M, satisfiesasetof formulae,eachcorrespondingo a differentchoiceof the
theoryT; associatedo c;. OncethetheoryT; associateavith ¢; is fixed,a modelbelongingMr,
is calledalocal modelof ¢;. Thelocal modelsof ¢; arethe modelsof L; thatsatisfythetransitve
closureof thetheoryassociateavith c;.

Let us considey in the following, the simple caseof two contexts ¢; and ¢, with a struc-
tural constraintrelatingthe truth of a formula A, in ¢, to the truth of the formula A, in ¢, (the
caseof multiple contexts and multiple structuralconstraintgs a straightforvard generalization).
Model-theoreticallya structuralconstraintis represente@sa relation (called compatibility rela-
tion) amongsetsof local modelsc; andc, of thetwo contexts ¢; andc,, namely:

C = {{(c1,cp) | if cy satisfiesd;, thenc, satisfiesd,} 1)

Equation(1) statesthatthe setsof local modelsc; andc, arecompatibleif A, is truein the set
of modelsc, whenever A, is truein the setof modelsc; (wherethe notion of satisfiability of a
formulain a (setof) local modelis the sameasin thetheoryassociatedo c;.) A modelfor a pair
of contexts {¢;, ¢o} is anon-emptycompatibility relationC definedover setsof (local) modelsof
¢ ande,.

The notion of satisfiability of a formula of a contect in a model C is definedasfollows. A
formulaof the contet ¢; is satisfiedoy amodelC if all thelocal modelsof ¢; (: = 1, 2) belonging
to C satisfyit. To defineit formally, we first extendlocal satisfiabilityto setsof local modelsas
follows. Givenasetof localmodelsc;, ¢; = ¢ if andonly if, for all m € c;, m ;. ¢, where=,. is
thelocal satisfiabilityrelationof the theoryassociateavith ¢;. Let now C beamodelfor {¢;, ¢2}
and¢ aformulaof L; (: = 1, 2). Then,C satisfiesp in ¢;, in symbolsC [= ¢; : ¢, if andonly if for
all {c1,c2) € C, ¢; = ¢. Validity of aformula¢ in acontet ¢; is thendefinedasexpected:

E ¢; : ¢ if andonlyif for all modelsC, C =¢; : ¢

ThereforethesetM,, of local modelssatisfyingcontet ¢; canbedefinedasthesetof localmodels
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of ¢; allowedby someC. Formally:
M., = {m | m € c; with {(c1, cp) € C for someC}

andit is easilyseenthat M., = ¢ if andonlyif = ¢; : ¢.

The definitionsgiven above clearly satisfy both the model-theoretid®CRs. Indeed ., can
only containmodelsof L; which satisfythetheoryassociateavith ¢; (asrequiredoy PCR1,7),
asit is built out of local modelsof ¢;, namelyMy.. Moreover, it alsosatisfiesPCR2,. Indeed,
sinceit mustbelongto acompatibilityrelation,eachmodelin M., is, by constructionamodelthat
satisfiesall the structuralconstraintsvith modelsof the othercontexts.

The proof-theoreticcounterparts the following. An MCSis apair MC = ({¢;}, BR), where
{¢;} is a setof axiomaticformal theories(namelytriples of the form ¢; = (L;, Q;, A;)), andBR
is asetof bridgerules. Bridge rulesareruleswhosepremissesndconclusionbelongto different
contets. For instancethe bridgerule correspondindo the structuralconstraintdescribedabove
would bethefollowing:

C - Al

Co . A2
wherec; : A; is the premissof therule andc, : A, is the conclusion.Obviously, bridgerulesare
conceptuallydifferentfrom localrules(i.e. rulesin A;). Thelattercanbeappliedonly to formulae
of L;, whereagheformerhave the premissesndtheconclusiornthatbelonggo differentcontexts.
Intuitively, bridgerulesallow for the MCS versionof structuralderivations(seesectiord4 for some
examples).

A deductionin anMCS M (' is atreeof local deductionspbtainedby applyingonly rulesin
A;, concatenatewith oneor moreapplicationof bridgerules(see(Giunchiglia& Serafinil994)
for a technicaltreatment). Notationally we write I" K, ¢; : A to meanthat the formula A is
dervablein contet ¢; from I in the MCS M C'. A formula¢ of ¢; is atheoremof MC' if it is
derivablefrom theemptyset,notationally,. ¢; : ¢.

As a consequenceg formula ¢ which is theorem,i.e. belongsto the transitve closure,of a
context ¢; canbeprovedby combiningtheapplicationof localinferencerulesof ¢; with inferences
obtainedasconsequenceas bridgerules. It followsthateachtheorenof thetheoryassociateavith
¢; Is alsoatheoremof ¢;, but additionaltheoremanay be proved asa consequencef combining
applicationsof bridgerulesandlocal rules. Thus, MCS satisfy PCR1»;. PCRZ is clearly
satisfiedas the transitive closureof a context resultsfrom a combinationof local and structural
deriations.

4 The Magic Box problem

In the presentsectionwe are concernedvith providing an exampleof contextual reasoninghat

we canuseto briefly illustratethe ideasexpressedn the paper The exampleis calledthe Magic

Box (MB) problem,andthe solutionto the problemwe proposeinvolvesa very simple caseof

contetual reasoning. Despiteits simplicity, we can usethe MB problemto shaw, in a single

example,how MCS formalisethethreemechanismef contextual reasoningandtherelationships
betweerthesemechanismandthe dimensionf contet dependence.
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4.1 The scenario

Supposédherearethreeobseners, Top, Side, andFront, eachhaving a partial view of a box as
shavn in thetop partof figure 7. Top seeshe box from thetop, andSide andFront seethe box
from two differentsides. The box consistsof six sectorseachsectorpossiblycontaininga ball.

Top
f% ~—
Side— Front
a  J
o o o b {
| r | c r 1 2 3
Side Front Top

Figure7: Themagicbox andits partialviews

Theboxis “magic” andSide andFront cannotdistinguishthe depthinsideit. The bottompartof
figure 7 shavs theviews of thethreeagentscorrespondingo the scenariadepictedn thetop part.
Top, Side andFront decideto testtheir new computerprograme by submittingthe following
puzzleto it. Side andFront tell € their partial views. Thenthey aske to guessTop’s view of
the box. Notice that, in mary casesa uniqueanswerof € is not guarantee@sthe descriptionof
SideandFront’s partial views is oftennot enoughto determinateélop’s view of the box. We will
concentrat®n thefortunatecasedepictedn figure 7 in which thatis the case.

Thecomputemprograme knowsthatTop, Side andFront canonly see(or talk about)different
partsof the box from a specificperspectie andwhat part of the box they cansee. Therefore,it
alsoknows how to relatetheinformationcomingfrom thefirst two obserers(SideandFront) to
therepresentationf thebox of thethird obsener (Top) soasto try to build Top’s view of thebox.
Suchknowledgeis independenfrom the particularinstantiationof the scenario from the actual
positionof the ballsinsidethe box andthe numberof ballsin it. Thus,wewill keeptheknowledge
abouttherelationsamongthedifferentrepresentationseparateérom thegroundknowledgeabout
thebox. We canthereforerepresentthereasoningproces®f thecomputemprogramin solvingthe
puzzleby meansof the four contexts depictedin figure 8. Contets Side and Front containthe
programs representatiof Side€s and Front’s knowledge; context Top containsthe programs
representatiomf Top’s knowledge,andis the contect in which it will try to build the solution;
finally, context e containsthe knowledgethatthe computemprogramhasaboutthe game,namely
whattherelationsamongthe othercontexts are. This knowledgerepresentshe factthatthe three
contets actuallydescribethe sameobject: the magicbox.

Accordingto our classificatiorof dimensionf a context dependentepresentatiortherepre-
sentation®f the differentcontexts SideandFront, Top, ande mayvary alongthreedimensions:
partiality, approximationandperspectre. Focusingon partiality, the differentcontetsin figure 8
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Side Front Top

Figure8: Thecontexts of the MB scenario

representslifferent portionsof the scenario. For instancecontext Side canonly talk aboutthe
(non) presencef a ball in theleft or right sectorit seesFront cantalk aboutthe (non) presence
of a ball in the left, or the centralor right sectorit sees,Top cantalk aboutthe presenceof a
ball in eachone of the six sectorswhile e needsonly to talk abouthow the piecesof knowledge
containedn eachoneof the contexts above arerelatedto eachother Focusingon approximation,
we noticethatthe descriptionof the (a portion of the) world in Side, Front, andTop is givenin
termsof ballsandsectorsof the box, whereaghe descriptionin contect e concernghow to relate
theinformationcomingfrom the differentobsenrers. In orderto do this, contect e needgo make
explicit someinformationthatwasimplicit in the obserers’ contets. In particular it needsto
make explicit whatinformationcomesfrom whatobsenrer. Thisis an exampleof pushandpop,
andit is thereforerelatedto the differentlevels of approximationof the differentcontexts. In this
casewe saythattherepresentations Side Front, and Top aremoreapproximateof the onein
€. Indeedthe first onesabstraciaway whatinformationcomesfrom whatobsener. Focusingon
perspectre, eachof the obsener’s contets expresse&nowledgeaboutthe box which depend®n
the obsenrer’s physicalperspectie. For example,the factthat Side seesa ball in the left sector
(from his point of view) is differentfrom Front seeinga ball in the left sector(from his point of
view). Sincetheir perspectie aredifferent,the samedescription(e.g. ‘A ballis in theleft sector’)
may, thus,have adifferentmeaningn differentcontets. In orderfor € to reasorabouttherelation
betweerthe differentperspecties,it needsaform of shifting.

4.2 A formalisation of the scenario

Following (Cimatti & Serafini1995),thefirst stepin formalisingthe MB exampleis to introduce
the classof languagedgor the four contets. Eachcontet hasa distinctlanguagereflectingthe
factthateachcontext refersto a differentpieceof the world andthatthe world is obseredfrom
differentperspecties.

Sideneedsonly two atomicpropositiongo expresshis/herbasicknowledge:

APsige = {l, 7}

meaninghatSideseesaball in theleft sectorandright sector respectrely, from its point of view.
Similarly, Front needghreeatomicpropositions:

APrront = {la c, T}
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meaningthat Front seesa ball in the left sector centersectorandright sector respectrely, from
its point of view. As A Psijge and A Pront aredistinct,l € APsjge is distinctfrom [ € APrron. TOP
canexpressits basicknowledgeby meansof six atomic propositions,onefor eachsectorin the
box:

AProp = {al, a2, a3, b1, b2, b3}

The correspondindanguages Lsige, Lrront @nd Lo, are the propositionallanguagesouilt from

APsige, APront and A Prop, respectiely. Context € containgheknowledgethatthethreeobserers
actuallytalk aboutthe sameobjectfrom differentperspecties,knowvs whatis truein eachof them
andwhatthe relationamongtheir correspondingontexts is. To accountfor the variationin the

approximatiorlevel describedabore, the languagecontainsa set{ Side, Front, Top} of constant
symbolsfor eachoneof the contets above, a setof constansymbol “¢” for eachformula ¢ that
canbeexpressedn thelanguaged.sige OF Leront OF Ltop, @andabinarypredicatest(c, “¢” ), whose
intuitive meanings thatformula¢ € L. is truein contet c.

4.2.1 Formalising the Magic Box with MC systems

Languages TheMC systenrepresentinghescenarian ourcasestudywill containfour contexts
Side, Front, Top, ande, with languaged.side, Leront; Ltop, @nd Le, respectiely.

Axioms Theinitial knowledgethateachcontext containswould dependon the particularinstan-
tiation of the scenarioFigure9 shows the knowledgecontainedn thefour contects, assuminghe

first obsenrer informsthe programabouthis seeinga ball bothin the left andin the right sectors
(axioms(1) and(2) of Side respectrely.), while the secondobserer seesoneball in the central
sectorandno ball in eithertheleft or theright sectorfrom its point of view (axioms(2), (1), and
(3) of Front). Finally, in this particularinstantiation,Top hasnoinitial knowledge,andthisis the

context in which the computerprogramwill try to solve the puzzle. Thereforeno (nonlogical)

axiomis in it. Thetop box (labelede) in figure 9 showvs a formalisationof the knowledgethat
the programhasaboutthe game. For instance axiom (1) saysthat Side canseea ball in the left

position (ist(Side, “I”)) if andonly if thereis at leasta ball in Top's view of the box andit is

placedin al or a2 or a3 (ist(Top, “al V a2 V a3”)).

Local inferencerules The computerprogramneedsto performreasoningnside eachcontext.
For the sale of the examplewe associatehe setof inferencerulesfor propositionallogic to each
contet.

Bridge rules Arrows connectingcontexts in figure 9 representhe relationsamongcontexts.
Intuitively, they aremeantto capturethe relationsbetweerthe two differentapproximationevels
of eachobseners’ context andcontext e. They statethe correspondencbetweena formula ¢ in
eachobsenrers’ contet ¢ andthe formulaist(c, “¢”) in context e. Eachsuchrelationobviously
worksin a bidirectionalway. In particular if a formulaof the form ist(c, “¢”) canbe provedin
€, thenthe formula ¢ mustbe provable (be a theorem)in ¢, andvice-versa. This relationcanbe
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ist(Side, “I”) <= ist(Top, “al Va2V a3”)
ist(Side, “=l”) <= ist(Top, “—(al Va2V a3)”)
ist(Side, “r”) <= ist(Top, “bl V b2 V b3”)
ist(Side, “—r") <= ist(Top, “=(bl V b2 V b3)”)
ist(Front, “I”) <= ist(Top, “al V b1”)
ist(Front, “=l") <= ist(Top, “~(al V b1)")
ist(Front, “c”) <= ist(Top, “a2 V b2”)
ist(Front, “~c”) <= ist(Top, “~(a2V b2)”)
ist(Front, “r”) <= ist(Top, “a3 V b3”)
ist(Front, “—r”) <= ist(Top, “=(a3 V b3)”)

AN AN N AN N N N AN N N
= O 00 ~J O O i W N =
O\./\/\/\/\/\/\./\/\/

€
f

R / By \

Rup Rdn RUP

dn l R dn

/ -l (1) \

I c (2
ro () (3 ?

Side Front Top

Figure9: TheMC system:local axiomsandbridgerules

formally capturedby thetwo bridgerulesbelow:

c:o € : ist(c, “¢")
€ ist(c, gy cig e @

wherec canbeary of Side, Front andTop. Thesebridgerulesarecalledreflectionup (R,,) and
reflectiondown(R,,), respectrely. Theformalisethe mechanisnof push(R,,) andpop (R.,).

The solution of the puzzle Giventhis formalisationwe canshov how the contextual reasoning
processallows the computerprogramto solve the puzzle. What we expectit to concludeis that
Top seeonly two ballsin the sectorsof the centralcolumn(seefigure 7).

Let us considerone by one the reasoningstepsthat the computerprogramcan perform. It
knows, from the knowledgein contet Side that from the left side of the box two balls canbe
seen(axioms(1) and (2) in Side). Intuitively, this meansthat theremustbe a ball in at least
one sectorof thefirst row ¢ andin at leastone sectorof the secondrow b of the completebox.
DerivationII; andII, belov shav a naturaldeductionstyle proof of theseconclusionsBy means
of thereflectionrule R,, betweerSide ande, thereasonecanprove the formulasist(Side, “”)
andist(Side, “r”) in €. From the information it hasaboutthe game,by local reasoningin €
(classicamodusponenswith axioms(1) and(2) in €), it canconcludeist(Top, “al V a2 V a3”)
andist(Top, “b1 v b2 V b3”). Finally, by applyingthe reflectionrule R,, betweenTop ande, it
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canconcludeal V a2 Vv a3 andbl Vv b2 Vv b3 in Top.

up

. . I3t , t S'd [{7%%2)
m, = . ist(Side, “I”) mp (1) M, — . is (“z e, “r”) _ mp (3)
ist(Top, “al V a2 V a3”) ist(T'op, “b1 V b2 V b3”)

€
€ Rdn Rdn

| Celvarvadly,, | BV 52V 1

Theinformationgivenby Front, namelythatit seesonly oneball in the centralsector should
suggesthattherecannotbe ary ball in thefirst andthird columnof thebox, while therecanbea
ball in eitheroneof the sectoran the centralcolumn. Proofslls, I1, andIl; showv the reasoning
stepsthat canbe carriedout betweenFront ande soasto maptheinformationcomingfrom the
Front into the completedescriptionof the box (context Top), andconclude—(al V b1), a2 V b2
and—(a3 Vv b3) in Top.

-l (1) c (2)
Front p » Front Rup
ist(Front, “11”) ist(Front, “c”)
II3 = - p (6 II4 = : mp (7
3 zst(Top, “—|(a1 \Y bl)”) ( ) € 4 ist(Top, “q2 VvV b2n) p ( ) €
Ran Rgn
l vl l [V,
- (3)

Front

U

ist(Front, “-r”)
= : mp (10
s ist(Top, “~(a3 V b3)”) p (10)

€

Rdn

—(a3 Vv b3) Top

Theprooftreesabove shav how thecomputerprogramcancombinetheinformationcontained
in the contets SideandFront soasto derive informationaboutthe possibleconfigurationof the
box from the point of view of Top. Below is the prooftreethatobtainsthe puzzlesolutionstarting
from the conclusiongdravn by the prooftreesIl,,... II5. ThelabelTaut ontheapplicationof the
rule localto context Top is essentiallya shorthandor atrivial sequencef classicalpropositional
rules. The final stepgivesthe conclusionist(Top, “—al A a2 A a3 A —=b1 A b2 A —=b3”) in €,
meaningthat Top seesonly two ballsin the sectorsof thecentralcolumn(i.e. a2 andb2).

I L2 II3 Iy IIs
alva2va3d blVb2Vb3 —(alVbl) a2Vb2 —(a3Vb3) Taut
—al A a2 A -a3 A-bl Ab2 A —b3 Top

‘ ist(Top, “~al A a2 A —a3 A —b1 A b2 A ~b3”)

€

Remark. In the proof treesabove, derivationswithin the samerectangleareinstancef lo-
calisedreasoningwhereaghe proof stepsconnectingdifferentrectanglesareinstancef struc-
tural derivations.In the example all the structuralderivationsareapplicationsof reflectionrules.
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4.2.2 Modelling the Magic Box with Local Models Semantics

Languages The classof modelsrepresentinghe scenarian our casestudyis definedover the
four languaged.side, Lrront, Lop, @Nd Le associatedo the contexts Side Front, Top, ande.

Local Semantics Thelocal modelsof eachcontet Side Front, Top, ande arethepropositional
modelsof the correspondindanguagewhich satisfythe initial knowledge (axioms)of the con-
text (seefigure9). Thelocal satisfiabilityrelationis the standardsatisfiabilityrelation = among
propositionalanguagesindpropositionaformulae.

Notice that we have decidedto considerLe asa propositionallanguagecontaining‘special’
propositionalettersist(c, “¢”). This choiceenablesisto maintainthetechnicaldetailsassimple
aspossible Nonethelesgjifferentlanguagesanhave differentlocal semanticsandfirst orderse-
manticsmightbe usedfor definingthelocal semantic®f L¢. An exampleof alogic for contectual
reasoningnvolving first order(local) semanticeanbe foundin (Ghidini & Serafini1998).

Compatibility constraints The model C for the MB exampleis a compatibility relation con-
tainingtuplesof theform

<CSidea CFront; CTop, C€>

whereeachc; (i € {Side Front, Top, €}) is a setof local modelsfor L; satisfyingthe following
compatibility constraints:

if all thec; € C satisfy¢ thenall the c¢ € C satisfyist(i, “¢”) 3)
if all thece € C satisfyist(i, “¢”) thenall the c; € C satisfyo 4)

Compatibility constraint(3) corresponddo R,,. It saysthatif aformula ¢ is valid in the
contet labelledby i (is satisfiedin all the c;), thenthe formulaist(i, “¢”) mustbe valid in the
context e. Compatibilityconstrain{4) correspond$o Ry, . It saysthatif theformulaist(i, “¢”) is
valid in the context €, thentheformula¢ mustbevalid in the context labelledby .

The solution of the puzzle Now we arereadyto shov how to modelthereasoningroces®f the
computemprograme in solvingthepuzzleandobtaining,from theinitial knowledgein figure9, the
conclusionist(Top, “—al A a2 A —a3 A —bl A b2 A —b3”) . Remembethat from our definition
of modelfor themagicbox, all the csjge, Crront, andce Mustsatisfythe setsof initial axiomsin the
contets Side, Front, ande (seefigure9).

Constraint(3) betweencontets Side ande andbetweencontext Front ande tells usthatall
thece in amodelC mustsatisfyalsothefollowing formulae:

o ist(Side, “1”)
dueto compatibilitywith Side ist(Side, “r”)

ist(Front, “=l”)
L ist(Front, “c”)
- g - /
dueto compatibilitywith Front ist(Front, “—r”) (5)
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Fromthe definition of local semanticsas propositionalsemanticsgvery ce satisfiesalsothe fol-
lowing logical consequencesf theinitial axiomsin figure9 andtheformulaein (5):

ist(Top, “al V a2V a3”)
ist(Top, “b1 Vv b2 V b3”)
ist(Top, “—(al Vv b1)”)
(
(

VA

ist(Top, “a2 V b2”)

ist(Top, “—(a3 V b3)”) ¢ (6)

Constraint(4) betweencontexts € and Top tells us thatall the elementscy,, in @ model C must
satisfy

alVa2Va3
b1 v b2V b3
—(al Vv bl)
a2V b2

—(a3 V b3) Side (7)

Again from the definition of local semanticsas propositionalsemanticsall the cro, mustsatisfy
alsothefollowing logical consequencef theformulaein (7).

—al Aa2 A —a3 A—bl Ab2A—D3 | _. (8)
Side

Finally, constraint(3) betweercontects Top ande tells usthateachce in C mustsatisfy

iSt(TOp’ “mal A a2 A —a3 A —=bl A b2 A _|b3”) . (9)

which meanghatTop seenly two ballsin the sectorsof the centralcolumn(i.e. a2 andb2).

Stepq5)—(9)arethemodel-theoreticounterparof theproofshonvn attheendof Sectiord.2.1.
The applicationof constrainty3) and(4) correspondso the applicationof R,, and R4, respec-
tively. The proofthatthe MC systemdefinedin Section4.2.1is soundandcompletewith respect
to the classof modelsfor the magicbox is a straightforward generalisatiorof the soundnesand
completenestheoremin (Giunchiglia& Ghidini 1998).

It is worth noting that thereis a relation betweenthe perspectiesof eachpair of obseners.
Intuitively, it depend®n therelationbetweerthe valueof the parametershatdescribetheir per
spectve onthebox. In ourformalisation,we choseto (partially) represensuchrelationsexplicitly
by meansof the axiomsin €. However, we could have chosenra differentformalisation,in which
thisrelationis encodedasbridgerules.For example,thebridgerule:

Side: [
Top:alVa2Va3

(la)

would representhe shift of perspectie from Sideto Top in casesideseesaball in theleft sector
This would be an alternatve formalisationof shifting in the MB scenario(see(Giunchiglia &
Ghidini 1998)for aformalisationof the MB scenariausingthis kind of bridgerules).
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5 Conclusions

The paperis an attemptof providing a foundationof a theoryof contextual reasoning.The main
stepsof this foundationcanbe summarisedsfollows. First, we introducethe so-calledmetaphor
of the box, andshaw thatthe mechanism®f contextual reasoningoroposedn the literaturecan
be classifiedaccordingto theelemenif a contectual representatiothey affect: therepresentation
itself (localisedreasoning)the collectionof parametergpushandpop), andthe value of param-
eters(shifting). Secondwe arguedthateachof the threeforms of contextual reasoningoperates
on afundamentatlimensionof a context dependentepresentationpartiality, approximationand
perspectre. Consequentlywe arguedthat a logic of contectual reasonings to be thoughtof as
thelogic of therelationshipsamongpartial, approximate and perspectial representationsf the
world. From this we distilled two principlesof a generallogic of contectual reasoningpothin
model-theoreticand proof-theoreticversion. Thesetwo principlescan be usedto evaluatethe
adequay of ary logic of contextual reasoningvhich hasbeenproposed.

In a sensethis paperis only a preliminary stepof the foundation. Indeed,it opensa whole
field of researchbothphilosophicabndlogical. Ournext stepwill bestudyinglocalisedreasoning,
pushandpopandshifting in theframewnork of MCS. In particular we areinterestedn finding the
compatibility relationinvolved in the threereasoningnechanisms&ndthe correspondindridge
rules. This, we hope,will be part of a new approachto a theory of representatiorin Al and
philosophyin which contect will playacrucialrole.
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