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Abstract

We present an exploratory study in deductive reiagopased
on the experimental elicitation of external repréagons of
the premises as a tool to investigate how indivgluauild
models of the premises and how they use them soréag.
The goal of our research is not to check whethé¢ernal,
explicit models are useful as an heuristic supjpodeductive
tasks, but to devise a methodology which allowsnake as
explicit as possible the mental models that pebpit when
executing deductive tasks. We show that while thenlver
and the completeness of models constructed is not
significantly associated to deductive performarhbe, quality
of models constructed does matter. Further analydis
external representations lends support to sonegligifons of
the theory of mental models regard which modelsraoee
likely to be constructed. In addition, the qualitatanalysis of
data gave us some interesting information on typéceors
patterns, which we clustered in three main categonnodel
editing, model integration, and modalization.

Introduction

The theory of mental models (Johnson-Laird, 1988),
TMM for short, postulates that individuals buildniall

scale” representations of reality and use themesson,
decide, or build expectations. Furthermore, sucketware
supposed to reflect the structure of what theyeasgnmt. In
the domain of deductive thinking, the TMM claimatiboth

premises, failing to perform appropriate inferences
Consequently, it is predicted that deductive tashat
involve a larger number of mental models shouldruge
“difficult”, i.e. trigger more frequently erronesu
conclusions. Furthermore, not all models are eguiely
to be generated. The TMM submits that individuaik tny
to economize working memory usage by constructing
models of the premises that represent what is troewhat
is false. Furthermore, whenever negative assertinme
explicit in the premises, individuals do not remisfalsity
of the assertion, but instead they directly represa
negative assertion, which in turn can be true lsefa

Since mental models are internal representationshwh
are not directly accessible to observers, mostarebhe
within the TMM tradition has been based on indirect
experimental methodologies, that observe only the
conclusions drawn by subjects on the ground of rgive
premises, and compare rates of deductive succehsthe
number of models needed to draw the correct interemo
our knowledge, within the TMM research field, oryfew
experiments have tried to elicit explicit, material
representations of the premises from subjectsvesiigate
their effects on deductive performance. Furthermdhe
elicitation of external representations has beeud tis study
the heuristic valence of external representatiatiser than
to test the assumptions of the TMM.

In this paper, we explore the experimental elimtatof

common successes and fallacies of human deductiexternal representations of the premises as a tool
performance can be explained on the ground of hofnvestigate how individuals build models of the mpiges

individuals construct mental models, and of theithtions
in their capacity to build such models (Johnsorrd.a%
Byrne, 1991; Johnson-Laird, Byrne, and Schaeke®2)19
In essence, the TMM postulates that individualsniz@
deductive reasoning task will build models of threrpises
and try to formulate a conclusion that is true hege
models, testing the validity of their conclusioby trying to

and how they use them in reasoning. While we arara
that explicit, “external” representations may diffrom
mental models, we assume that the two levels of
representation are not entirely unrelated. In paldr, we
hypothesize that representations which are haraer t
construct as mental models are also harder to genes
external representations. As a consequence, weceis

construct a counter-example. However, the individuadifficulties in generating the external models de to

capacity to generate models of the premises istdimi

draw correct inferences should be reflected inufa# of the

(possibly due to working memory constraints), angdeductive performance of subjects. We are also exveat

individuals may generate incomplete representatafrthe

external representations may act as heuristiciti@cits of



reasoning. However, since the reasoning tasks vpéomex

are rather homogenous, we expect that such faiilita
effects, whenever present, should not subvert #hative

difficulty of inferences (as confirmed by a contro
experiment reported below). We will address a few
research questions that pertain to central assangptf the
TMM. 1) Does the quantity of models constructedeetff OO
deductive performance? 2) Does the quality of nmdel
constructed affect deductive performance? 3) Wiyges
of models are easier to generate? Furthermore, our - ..

experimental methodology will allow us to investiga ) ) \

additional aspects of the process of model editing w @ @ -
Experimental design

Unlike other past work with external model (Zhaagd

Norman, 1994; Kirsh and Maglio, 1996; Bauer and

Johnson-Laird, 1993; Bucciarelli and Johnson-Lali@99),

the goal of our research is not to check whetheereal,
explicit models are useful as an heuristic support
deductive tasks, but to devise a methodology whilgws ~ Figure 1. An example of visual materials for asstmgb
us to make as explicit as possible the mental nsoplebple ~ €xternal representations
build in their mind when executing deductive tasks.
To this end, we wanted to design an experimenttihngein ~ The procedure was repeated for the five problerpsrted
which subject are provided with materials which wiot in Figure 2, where we wrote in bold the conclusiangd in
limit their freedom to build models, and do not italics the premises presented after the modeltheffirst
suggest/imply shortcuts towards the correct sab@slp Premise(s) had been represented by the subjecth Eac
After considering various options, we decided toufoon a  Subject performed the task individually, in a quissm, and
simple scenario, where problems concern featuresaof €ach experimental session was entirely video-rexbrd
human face €.g. the color of hair, or the presence of
beard), and the material consists of a set of physibjects
representing the empty shape of a face and difféypes of
hair, eyes, mouth etc. (Figure 1).
Models can be built by assembling objects from saicet. Laura doesn't have red hair.
Intuitively, given a premise like “Stefano has IKagair”,
we expected our subjects to build a model fromehmpty
face and an instance of black hair (it is import@nhotice
that each element, e.g. black hair, was providedeweral
instances). Since a premise is typically consisteith Stefano wears a hat
multiple models, subjects were explicitly told tlibéy can
build more than one model for each premise.
There were two test conditions: a baseline treatmien
which the new methodology is used; and a control Antonio has moustaches.
treatment, where the standard methodology was adopt
In the baseline treatment there were two phases (see 4) If Mary wears glasses then she has green eyes.
http://dit.unitn.it/~bouquet/mental-modefer more details Mary wears glasses or else she has green eyesrobbbth.
on the experimental procedure). Mary doesn’t wear glasses and she has green eyes.
First, subjects were presented with a first setpsémises,
and asked to construct all possible models of guemises. | 5) Either Giorgio has blue eyes or else he smokegax — but not
After, subjects were presented a new set of premized both. :

. . If Giorgio has brown hair then he has blue eyes.
asl_<ed to update the preV|_0ust built set of moq{ersto Giorgio has blue eyes.
build new models) to take into account the new pse(s).

1) If Laura has red hair, then she wears glasses.
Laura doesn’t wear glasses.

2) Either Stefano doesn’t have black hair or elseMears a hat t
but not both.
Stefano has black hair.

3) Antonio wears a hat or he has moustaches -tbr bo
Antonio doesn’t wear a hat.

Finally, subjects were asked to say what followenfrthe Giorgio doesn’t smoke a cigar.
premises. Subjects were told that they would beardad in
proportion to correct models assembled in the seT@tion Figure 2 The five problems of the experiment.

of the premises, and for each correct answer.



In thecontrol treatment, subjects were presented the same It is therefore legitimate to look inside the resge
five problems and asked to draw a conclusion withoubehavior of subjects in the baseline treatment. fitst

having to construct any external representatiodividuals
performed the task individually in a quiet room,tbu
received no monetary reward.

Results

As a first step, we controlled for the effects afro
experimental procedure on subjects’ inferentiaksgs. We
checked whether constructing external represemisiti
would significantly alter the difficulty of each g as
compared to classical experimental treatments with
external representations elicitation. Furthermave,aimed
at controlling whether the baseline treatment waultvert
the relative difficulty of inferences, i.e. the fitilty
ranking of the five different premise sets. Theeand test
is especially relevant, since the TMM gives a aantr
importance to the difficulty ranking of problemss a
source of empirical validation of the theory. IEtbaseline
treatment would alter the relative difficulty ofethiasks, its
informativeness on the TMM would be hardly deferidab
Our expectation was that on the one hand thereldt@ua
facilitating effect (due to short term memory coastts
mitigation), but on the other hand there shoulchbehange
in the relative difficulty of the tasks, given themogeneity
of the tasks themselves.

Table 1 reports the main results of the baselirg the
control treatments. While there seems to be an atlver
facilitation effect, it turns out to be only a gattone. Only

question is whether there is any association beatwee
“external” models constructed by subjects and theacess

in drawing correct conclusions. If there is anyatein
between the difficulty to generate mental modelsthuf
premises and the difficulty to construct their eéoipl
representation, this should be reflected in theo@aton
between external representations and inferential
conclusions. We consider two types of representatio
constructed by subjects: “critical representatio(e’ least
those models needed for drawing the correct infareare
represented), and complete representations (allelsoof
the premises have been constructed). For examplthei
ModusTollensproblem (task 1), the model representing
“Laura doesn’t have red hair and doesn’'t wear glsisss
sufficient, in conjunction with the second premigeget the
right answer (and thus is the critical represeatgti The
classical three models of the material conditiaraistitute
the complete representation.

Tables 2 and 3 summarize our experimental evidefe.
the five tasks, one have an extreme outcome : 3asls
correctly performed by almost all subjects. Consexdy,
this task provides little useful statistical infation. On the
other hand, the remaining four tasks provide inirg
evidence.

Table 2: Critical representations and answers &k ta

tasks 1, 3 and 4 display significant facilitatidfeets, while

task 5 exhibits a reverse effect (although at akeea rep?enstlecr?t[s\tion Re,\lporecs”etlrftzltion (Figher
significance level). What is more important for sich correct| wrong | correct | wrong | test, 1-
facilitation effects do not alter the difficulty mking of the answerl answer | answer | answer sidéd)
tasks, which is exactly the same in both treatmert,?askl 15 1 16 7 0061
(3,1,2,5,4). .
task 2 14 2 6 18 | 0.0001
Table 1: Correct inferences by treatment. task 3 36 4 1 0 1.00
I = I f task 4 5 7 28 0.754
Baseline ontro signif.
Treatment Treatment (2 pro- task 5 5 29 7 0.061
(N=41" (N=44) portions
test)
Freq. % Freq. % In three such tasks, there is a significantoeiasion
between critical representations and correct arswe
1 33 82,5 24 54,54 0.05 (although often significance is weak, at the 10%&le
2l 21 51,21 22 50 However, no significant association can be found fo
complete representations, with the exception ok tas
3 37 90,24 28 63,63 0.05 Furthermore, no correlation was found in any ongk ta
4 19,51 2 454 0.05 bgtween the number. of mode]s and correct answemgw
this appears to provide (partial) support to thedikesis
5 21,95 18 40,9 0.10 that semantic factors affect the deductive perfowea the

Tt In task 1, baseline treatment, only 40 subjects a

considered due to the ambiguity of an otherwiserembr
answer, that was dropped)

results appear in striking contrast with the conioemal
TMM emphasis on semantic incompleteness as source o
error, and on the numerousness of models as tha mai
explanatory factor of deductive performance. ladiethe
accent is on the ability to generate the “appraetienodels



— something that might be only loosely related towell;

computational bottlenecks, and point instead atptocess
of “editing” a model (see the discussion in thetrsection).
The weakness of a “computational bottleneck” exafizm

is also demonstrated by the fact that in some tasien

individuals do not construct too few models, bustéad
construct too many of them. For example in the ¢asine
subjects out of thirtythree build up too many madblt
drew a erroneous conclusion.

this provides a preliminary evidence that our
experimental methodology does not alter in a sulisia
way the nature of (some) errors.

We identified three main typologies of failures.bl&a 5
reports the frequency of the four kinds of error dor
experiment.

Table 4: Model types and their frequency

Table 3: Complete representations and answersshy ta Type| Task| Model Freq)  Signif
- I 1 Laura with red eyes and40 0.01
compl. repr. incomp. repr. p glasses
correct| wrong | correct | wrong | (Fisher I 3 Antonio _with _hat _and 40 0.05
answer| answer | answer | answer | test, 1- moustaches '
sided) g -
sk 1 7 1 55 7 0487 I 4 Maria with glasses and36 0.01
green eyes
task 2 13 1 7 19 | 0.00007 I 5 Giorgio with brown hairl 41 0.01
and blue eyes
task 3 28 4 ° 0 1.00 Il 1 Laura with no red hair and18 0.05
task 4 5 7 28 0.356 no glasses
Il 4 Mary with no glasses and21 0.01
task 5 9 25 0 7 0.150 no green eyes

Obviously, one may plausibly argue that in théM the
numerosity of models is only a proxy to the moubte
process of incomplete model construction.
methodology allows to capture additional insightithe
process of model construction. Some of these apjear
clear agreement with the main TMM assumptions.

Significance according to two proportion tests véadth
other model in the task (type I) or with each otmedel
except type | models (type II)

Our

Model editing. It seems that subjects consider each model
of the premises not as an atomic entity, buaasolecular
entity which in turn consists of atomic sub-elenserts a

The TMM predicts that models which reflect what is consequence, the elimination of atomic elementsn fi

explicitly asserted in the premises and contaimegation
are the most likely to be constructed. Our daearty
support such an hypothesis. In four tasks out @t fi
(1,3,4,5), there are such models (Table 4, typmIall four
cases, they are significantly more frequent than ather
model (p<.05).

Another interesting regularity is that models whiare
negations of such explicit, assertive models typiceome
second (Table 4, type II). In task 1 and 4 theeerandels
which are just the negation of the explicit assertones
above, and they are significantly (p<.05) more tiextf than
any other model, with the exception of course efltiter.
Up to here we reported a quantitative analysisrateo to
test the main assumptions of TMM. The aim of tldsand
part of the analysis is to examine some qualitatiwidences
which our method reveals about the nature of imaern
representations when individuals not trained gidacarry
out deductive problems. In others words, we sugtfest
external representations can help us to understaimg
people make systematic errors in deductive reagdasks.
In this examination, we extensively used the datanf
video recording, as they allow us to follow thepst®f the
representation process. Interestingly enough, wedoa
regular error pattern which recurs in the contrehtment as

model does not lead necessarily to the eliminatbrihe
entire model, but only to its modification. Thatdy what
we callmodel editinghis type of error.

We report a paradigmatic example from task Modus
Tolleng, illustrated in Figure 3. Of the subjects whowdre
an invalid inference, three out of nine erroneously
concluded: “Laura has red hair”. If we look at whhey
did, we discover that they fleshed out only one ehad the
first premise (a face with red hair and glassep, left of
Figure 3). When presented with the second prentissy
removed the glasses from the picture without elatiimy
the model. After this step of model editing, onlyeo
possible “conclusion” was available, namely thaatika has
red hair”.

Integration failure . In many cases, we noted that subjects
have troubles in integrating the different model§ o
premises. Indeed, they start with constructingnioglels of
each premise, but then seem unable to see havhesk
models can be integrated, and therefore draw ceiucis
like: “nothing follows”, “there is a contradictiomn the
premises”, and so on. We found a nice example of
integration failure in task 4, in which five subjecf the
baseline and three in the control treatment comduthat



there are two different Mary’'s. Our explanation thsat
subjects could not create a coherent picture inchwlall
premises are true, and therefore used this “trioké&xit the

studies (see Mayo, Schul and Burnstein, 2004 foremo
details about a distinction between “the fusion eldoénd
“the schema-plus-tag model”), but it is importaotstress

impasseThis problem was addressed also in (Bouquet anthat instances of the same error were found alsthén

Warglien, 1999), where the idea If local mental elsdvas
introduced to explain some deductive failures dua tack
of models integration.

a)The model of
the first premise

b) The model
modified with
internal editing

Figure 3: an example of model editing

Modalization. A third kind of error frequently happens with
negative premises, like “Either Stefano doesn'tehlack
hair". With such a premise,

subjects must find a

control treatment. This corroborates the hypothtsis this
form of error is not artificially produced by our
methodology; the use of external representationsplgi
makes available a possible explanation.

Discussion and Conclusions

In this paper we presented the preliminary resofts an
experiment on deductive reasoning we carried ot \&i
new methodology. The methodology is based on teeofis
external representations, which should provide smsight
on what models people build to solve a problem, ow
they manipulate thene(g.to accommodate new premises).
A first conclusion is that the proposed methodolsggms
to provide a valuable source of data, as the coisgramwith
a control experiment on the same test set showsthiea
relative difficulty of tasks is preserved. What risore
interesting is that the new methodology seems towal
researchers to reach a finer granularity in thelyaisa of
data, and to “observe” reasoning strategies whieh rmt
apparent in the traditional experimental settingarples
are the editing of partial models, the represemtatof
negative information, the lack of a coherent inttign
between models of different premises.

Our future work will aim at investigating theseatjtative
aspects of external representations, as they seqmovide
good explanations of many errors observed in thadstrd
setting.

Table 5: error frequencies

representation strategy which is different from positive
case. One possible solution would be to build a mexdel
for every available hair color different from bla¢k our

experiment, four hair colors were available); thizuld be a
correct representation, but only under a closedldvo
assumption (namely, that the available colors alle
possible colors). However, subjects didn't not ddtps
strategy, and in many cases decided to represeff@ththat

Stefano does not have black hair by creating a mude
which Stefano has brown hair, or has no hair at@itice
such a possible model is built, some subjects grtksin

this representation, and reason as if Stefano hadrbhair,
a fact that is definitely not guaranteed by thenpse that
Stefano does not have black hair.

We call this error anodalization erroras, from a logical
point of view, it shows a confusion between sailsifity

(truth in at least one possible model) with validitruth in
all possible models). We classify under this tyfdeswor
also conclusions formulated with expressions likenfay

be that ....", “ X or Y", “it is possible that” ansb on.
We are aware that this strategy in representingtiay is

quite different compared with those reported ineash

Task Type error Baseline| Control
Treatment | Treatment

1 Editing 3 5
Integration 4 5
Modalization| 1 8

2 Integration 8 6
Modalization| 5 3

3 Editing 1 -
Integration 1 -
Modalization| - 11

4 Editing 4
Integration 15 18

5 Integration 19 10
Modalization 1
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