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Abstract
A critical step in Question Answering design is the definition of the models for question focus identification and answer extraction.
In case of factoid questions, we can use a question classifier (trained according to a target taxonomy) and a named entity recognizer.
Unfortunately, this latter cannot be applied to generate answers related to non-factoid questions. In this paper, we tackle such problem
by designing classifiers afon-factoid answers As the feature design for this learning task is very complex, we take advantage of
tree kernels to generate large feature set from the syntactic parse trees of passages relevant to the target question. Such kernels encode
syntactic and lexical information in Support Vector Machines which can decide if a sentence focuses on a target taxonomy subject. The
experiments with SVMs on the TREC 10 dataset show that our approach is an interesting future research.

1. Introduction learning machine to use as feature vector components all

Among other Information Retrieval paradigms, Questionthe_ ;ubtrees extracted from f[he syntactic-parse trees of the
Answering (QA) (Maybury, 2004) has been shown to belfaining set. For example, Figure 1 shows a small syntac-
very effective to find the desired information. The possi-lIC Parse tree along with all features extracted from it. The
bility of expressing the query in natural language and théotal number of the tree fragments extracted from. the train-
pointwise answer to such queries make QA systems ver{'d data can pe very Igrge, but the kernel function limits
interesting for any kind of textual corpus data analysis. §uch complexity. It avoids to generate all features by carry-
From a modeling point of view, the main difference be- N9 out the scalar product betweentwo_vectors only implic-
tween QA and document retrieval systems is the chance (df- AS the scalar product is the only view of the data that
the former) to classify the query (i.e. the question) type_several maghme Iearmng mo.de.ls have, the entire learning
This simple information allows us to raffinate the tradi- €@n be carried out without building the whole huge feature
tional search engines by designing models that look for £Pace.

specific information type in a more specific text fragment. Tree Kernels have successfully been applied to derive fea-
As a result, the retrieval accuracy increases and the returnddre space automatically for several tasks, e.g. parse-tree
information is contained in much smaller text snippets tharf€-ranking (Collins and Duffy, 2002), relation extraction

in whole documents. (Culotta and Sorensen, 2004), semantic role labeling (Mos-
Traditional approaches to question classification rely on th&hitti, 2004) and question classification (Zhang and Lee,
manual extraction of semantic and syntactic features (L2003). In particular, in (Zhang and Lee, 2003) a question
and Roth, 2002) which aim to capture the properties of eacklassifier based on tree kernels has been shown to achieve
different class of a target question taxonomy. Such featured high accuracy; greater than the simpbg-of-wordsap-

may be used to manually handcraft classification rules oProach.

used in machine learning algorithms to automatically de-As tree kernels are very useful to derive syntactic/lexical
rive a classification model. features automatically, we may use them for another more
It should be noted that different taxonomies may requiredifficult task, i.e. the answer classification. Once, we know
different features and different rules, consequently, the mathe category of a question, we can search the related answer
chine learning approach seems better suited to study the the target document collection by exploiting the type de-
question classification problem on different application do-fined by the category information. In case of factoid ques-
mains since it is easier to manually re-organize questionons, this task is simple as their type can indicate just the
in a different taxonomy rather than manually re-design théNamed Entity class of the complex nominal that should be
classification rules for a new taxonomy. Since many experiprovided as the answer. Consequently, the application of
mental taxonomies can be made available with their related Named Entity recognizer on the relevant passages pro-
training data, the major problems relate to the design of efvides an effective answer selection strategy. On the con-
fective features to learn the target question categories.  trary, when the question asks for a description, we need to
Several researches (Maybury, 2004) have shown that syfiecognize the passages in the available documents that con-
tactic and lexical information seems essential to achieve at@in descriptive or defining information. Such task appears
accurate classification. A viable alternative to the manuavery complex from a machine learning point of view as it
feature design is thus the tree kernel approach (Collins anig very difficult to design features suitable for it.

Duffy, 2002). Intuitively, tree kernel functions allow the Intuitively, the role of syntax is critical to the detection of
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Figure 1: A syntactic parse tree with its representing features produced by the tree kernel function.

the descriptive passages, although the manual design of éfoen What does HTML stand for? , which will be used
fective syntactic features seems to be very hard. Thereforelirectly in the kernel function.

we may rely on the use of tree kernels to generate many

syntactic fragments and study their impact on the classifi- ROOT

cation accuracy of passages. SB ARQ

In the remainder of this paper Section 2. introduces our
guestion/answer classification models whereas Section 3.
report the experiments on such models. Finally, Section 4.
summarizes the conclusions.
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Tree kernels represent parse trees in a subtree space that does NNP VB PP

they implicitly generate. For example, Figure 1 shows a | | \

small subtree (on the left) and its representation based on HTML  stand H‘\I

tree fragments (on the right). Such representation is then for

mapped in a vector space where each component is asso-

cated with a different fragment. The overall space is theFigure 2: A syntactic parse tree with its representing fea-
union of the fragments of any parse tree of the adopted COkiires produced by the tree kernel function

pus.

Many learning algorithms like kernel-based machines just

use a similarity measure, e.g. the _sc_:alar product, besimilarly, by parsing the sentences used in the correct an-
tween the examples to carry out the training process, consgwer to a certain type of question, we can generate a collec-

quently, what is really important is to define the similarity tion of trees to train the answer type classifier.
measure or kernel function.

Formally, let us define a subtree spacE = 3. Experiments

{f1.f2,..., fim} and the indicator function;(n)  The aim of these experiments is to show that tree kernels
such that it is equal to 1 if the targ¢f is rooted at node can pe used to learn the classification of questions as well
n and equal to O otherwise. We can define a tree-kerne}s answers with respect to a given taxonomy.

function Kr(t1,¢2) over two treest; and?; equal to  For question classification, we used the data
ZmeNtl anGNtQ A(ny,n2), where N, and Ny, are  get available at  http://12r.cs.uiuc.edu/

the sets of the,’s andt,’s nodes, respectively. In turn ~cogcomp/Data/QA/QC/ . This contains 5,500
A(ny,ng) = SV NUGI L (ng) I (ny), where0 < A < 1 training and 500 test questions from the TREC 10
andl(f;) is the number of levels of the subtrge Thus QA competition. We used a subpart of the ques-
M(f1) assigns a lower weight to larger fragments. Whention taxonomy available at I2r.cs.uiuc.edu/

A = 1, A is equal to the number of common fragments ~cogcomp/Data/QA/QC/definition.html , ie.
rooted at nodes; andn,. To evaluateA efficiently (i.e.  definition Description Entity, Human Location Manner,

in O(|Ny,| x |N,])), we use the algorithm described in Numericand Organization Our results can be compared
(Collins and Duffy, 2002). with (Zhang and Lee, 2003; Li and Roth, 2005) in some
The kernel function can be used to classify both questiongxtents but we used a mixed coarse grained taxonomy,
and answers as we can generate parse trees for both. Feg. definitionanddescriptionsubclasseBescription that
example, Figure 2 shows the syntactic parse of the quesonstitutes a more difficylt classification task.



Ty.pf% aibjc)d [PrecisonRecall| Acc.| F1 Type a | b | c| d]Precision [ Recall [ Acc. | F1
definition | 62 10| 3 |611| 86,11 | 95,38 98,10/90,51 definition | 3 | 0 | 10] 87| 100,00 | 23,08 | 90,00 | 37,50
description | 41 |10|29|606| 80,39 | 58,57 [94,31|67,77 description | 6 | 0 | 9 | 85| 10000 | 40,00 | 91,00 | 57,14

. manner | 2 | 0| 8 [90[ 10000 [ 20,00 | 92,00 | 33,33

entity 87 |56|26|517| 60,84 | 76,99 88,05/ 67,97 noClass |50 [ 2 3 (17| 7375 95.16 | 76.00 | 83.10
human 102]24|16|544| 80,95 | 86,44 |94,17|83,61
location [101|15|11|559| 87,07 | 90,18 |96,21|88,60 Table 3: F1 of the answer classifiers for definition, descrip-
manner | 43 | 113|629 97,73 | 76,79 |97,96/86,00 tion and manner categories.
numeric  |116| 6 |13|551| 95,08 | 89,92 |97,23/92,43
organization| 11 | 1 |12|662| 91,67 | 47,83 |98,10|62,86

Type alb|c| d|Precison [Recall | Acc. F1

Table 1: Results of individual question classifiers. def-descr-man.[21] 8 [17] 54| 7241 | 5526 | 75,00 | 62,69

Table 4: F1 of the answer classifier for the grouped category
(definition, description and manner category) vs. the not-a-
class classifier.

a | b | c|d]|Precision|Recall | Acc. F1
Multiclassifier |563|123|123| 0 | 0,8207 |0,8207|0,8207|0,8207

Table 2: Question multi-classifier accuracy.

classifier that only decides if a question belongs to one of
the three categories or is a noclass. Table 4 reports an F1
Table 1 reports the performance of the different individualof 62.69% for such classifier. This is a quite good result as
classifiers on the test set (obtained by applying the ONEsuch classifier can help a traditional answer extraction mod-
vs-ALL scheme (Rifkin and Klautau, 2004)). Column 1 ule to select relevant passages. Moreover, as described in
shows the type of the question, columns from 2 to 5 repor{Moschitti, 2004), we can combine tree kernels with man-
the number of (aforrect (b) incorrect (c) missedand (d)  ual features to boost thenswer Classificatioaccuracy.
correctly not classifieduestions, respectively and columns
from 6 to 9 illustrates the Precision, Recall and F1 measure, . . i
respectively. We note thantityandorganizationshow the 4. Discussion and Conclusions
!?:S; lessr?;vf/ze{hteen;cé%rc:cr;fuc?f tfzcgvo;?;{' SUM multi_The preliminary results illustrated in this paper suggest
three important consideartions:

classifier obtained by choosing the question class associ-

ated with the highest score among of the set of binar)FirSt' tree kernels, by automatically generating several syn-
SVMs. The resulting accuracy is enough satisfactory. tactic features, alleviate the work of the feature designer.
For answer classification, we applied the following steps: The effort to find the relevant and irrelevant features can be

avoided as it is also carried out by SVMs automatically.

1. Selection of 30 questions of type defini- Second, the good accuracy of the kernel approach in ques-
tion, ~description or manner from those of tion classification shows the benefit of using tree kernels.
the Trec 10  competition htp://trec It should be noted that there are several kind of tree ker-
.nist.gov/pubs/treco/t9 -proceedings.html ). nel functions, e.g. (Moschitti et al., 2005; Basili and Mos-

: : . . chitti, 2005; Moschitti, 2006), but the subset tree kernel

2. Querying our question answering system with the .

. . (also called all subtrees) is the more adequate for con-

above questions to retrieve the most relevant para:.. . . .

stituent parsing. Indeed, to generate syntactic features, it

graphs. . ) .

follows the prior knowledge given by a grammar, thus it

3. Labeling of the 1,000 paragraphs obtained in the precaptures a more precise information. We could draw a par-
vious Step according to description and other Cate.a”el with the bag of word kernel and the String kernel. It
gories_ If a paragraph does not contain answer thahas been proven that the forn:\er is Sllghtly more accurate
can be Categorized in one of the tree Categoriesy wa@as the features are formed with the prior knOWIedge that
label it asnoclass words should be more meaningful than other character se-

o _ _ guences. Of course, the large feature set produced by all

4. Application of the Charniak parser (Charniak, 2000)subtree kernel could be highly reduced by designing some

to the above paragraphs to convert them in syntactigpecific features manually. This constitutes an exciting and

parse trees. complex future research.

5. Learning the Support Vector Machine Classifiers us_FinaI]y, the answer classification results suggest that it is
ing the tree kernel on 900 parse trees and testing oRossible to extragt syntax/semantlc—bqsed features to learn
the remaining 100 trees. answer taxonomies. The study of different kernel types

on different sources of information, e.g. constituent and
Table 3 reports the classification performance of passagedependency parsing, is an interesting short term research.
of the definition, description, manner and noclass classiAlso the integration of a more explicit source of semantic
fiers. The F1 measures are quite low but we should coneues such as semantic roles is a promising research line that
sider that the three answer classes are difficult to separateie would like to pursue.
To show this, we run an experiment in which we built a
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