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ABSTRACT
Automatic concept segmentation and labeling are the funda-
mental problems of Spoken Language Understanding in dia-
log systems. Such tasks are usually approached by using gen-
erative or discriminative models based on n-grams. As the
uncertainty or ambiguity of the spoken input to dialog sys-
tem increase, we expect to need dependencies beyond n-gram
statistics. In this paper, a general purpose statistical syntactic
parser is used to detect syntactic/semantic dependencies be-
tween concepts in order to increase the accuracy of sentence
segmentation and concept labeling. The main novelty of the
approach is the use of new tree kernel functions which en-
code syntactic/semantic structures in discriminative learning
models. We experimented with Support Vector Machines and
the above kernels on the standard ATIS dataset. The proposed
algorithm automatically parses natural language text withoff-
the-shelf statistical parser and labels the syntactic (sub)trees
with concept labels. The results show that the proposed model
is very accurate and competitive with respect to state-of-the-
art models when combined with n-gram based models.

Index Terms— Spoken Language Understanding, Nat-
ural Language Processing, Kernel Methods

1. INTRODUCTION

In conversational systems, Spoken Language Understanding
(SLU) performs the mapping between the speech transcrip-
tions and conceptual structures. To cope with parser robust-
ness issues and conversational speech disfluencies shallow
parsing is typically preferred to full-sentence parsing. Thus,
the first step in SLU generally relates to the extraction of se-
quences of semantic units called concepts. The automatic seg-
mentation and classification of concepts can be carried out by
applying machine learning approaches to word sequence la-
beling. For example, in the following Air Travel Information
System (ATIS [1]) sentence:
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Fig. 1. Tree Structure Meaning Representation

a word sequence output by an automatic speech recognition
(ASR) is mapped by a classifier into a concept sequence, where
airlines code, fromLoc.cityand toLoc.cityare concept cate-
gories andnull indicates that the target word is not relevant
for the application domain.

Previous studies show that discriminative models for se-
quential classification based for example on Support Vector
Machines (SVMs) [2] or Conditional Random Fields (CRF)
[3, 4], allow for the use of many correlated features which are
difficult to include into generative models [6, 7] (see [13] for a
discriminative and generative comparison on SLU databases).

Despite the accuracy improvement provided by discrim-
inative approaches, they may result inadequate to parse con-
cept structures of complex application domains. Indeed, only
simple feature spaces based on n-grams are used, which tend
to neglect long semantic dependencies. As shown in [8],Tree
Structure Meaning Representationprovides a better solution
to map words in conceptual structures. In these trees, con-
cepts are nodes whose children are concept components. For
example, Figure 1 shows a possible semantic tree representa-
tion of the previous ATIS sentence. Such structure encodes
long dependencies between concepts, but its automatic pro-
duction is expensive as it requires the design of a specific
parser and the manual annotation of many training examples.

In this paper, we propose a general purpose statistical syn-
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Fig. 2. A syntactic parse tree.

tactic parser to automatically generate semantic trees. The
basic idea relates to enriching syntactic trees with conceptual
categories. This is done by first annotating the leaves and
then percolating the semantic information toward the root by
means of different strategies. The resulting trees is affected
by noise due to speech and parsing errors and to the use of
an approximated algorithm to add semantic information. A
solution to deal with such noisy representation is the use of
tree kernel functions. The kernel functions encode trees in
the learning algorithm by means of all possible subtrees in the
feature space. The main advantages are: (a) flexible approach
to represent structures and (b) robustness to noise since errors
in parse trees produce a portion of irrelevant features (tree
subparts), which areignoredby maximum margin approach
like Support Vector Machines.

The paper is organized as follows. Section 2 presents the
diverse syntactic semantic structures, the algorithms to auto-
matically obtaining them and the tree kernels for their repre-
sentation. Section 3 reports the experiments with our mod-
els combined with state-of-art approaches and Section 4 con-
cludes the paper.

2. SYNTACTIC SEMANTIC STRUCTURES FOR
CONCEPT CLASSIFICATION

The design of satisfactory NLU systems requires that the mean-
ing representation in the learning algorithm is both precise
and appropriate. As pointed out in [8], it should be expres-
sive, annotable, trainable and computationally tractable. Tree
structured meaning representations have the above properties
and can be fully aligned to the words of a sentence but they
require high annotation effort.

To solve this problem, we use an off-the-shelf statistical
syntactic parser and enrich the produced trees with semantic
information. This is achieved by marking the nodes corre-
sponding to the concepts and percolating the semantic labels
up towards the parse tree root.

2.1. Syntactic Parse Trees

In our study, we consider syntactic parse trees, consequently,
each node with its children is associated with a grammar pro-
duction rule, where the symbol at left-hand side corresponds

to the parent node and the symbols at right-hand side are as-
sociated with its children.
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Fig. 4. Syntactic Semantic Tree
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Fig. 5. Syntactic Semantic Tree with percolating concepts

The terminal symbols of the grammar are always associ-
ated with the leaves of the tree. For example, Figure 2 il-
lustrates the syntactic parse of the sentence"I booked a

flight to Boston".



Such tree expresses a global syntactic information that
characterizes no specific concept. To solve this problem, we
mark the target node in the tree as suggested in [9]. In this
way, we focus on a specific concept, adding, at the same time,
its semantic information to the tree.

2.2. Adding Semantic Information to Parse Trees

Figure 3 shows the parse tree of the ATIS sentence discusses
in the Introduction section. To characterize the departingcity
(fromloc.city), i.e. Washington, we could mark its parent node
with the tagC (standing for concept) as shown in Figure 4.

However, the other concepts also bring semantic informa-
tion therefore, we also markTWAandPhiladelphiawith an-
other tag,i.e. N (standing for not the target concept), to distin-
guish the different semantic roles played by them (see Figure
4).

Once all the concepts have been marked, to obtain a true
Meaning Representation, the conceptual information should
be propagated to the higher nodes of the trees. In [8], the par-
ent node provides a generalization of the child concepts. For
example, in Figure 1, the two conceptsOrigin Indicator and
City Nameare generalized in theOrigin concept. We obtain a
similar effect by percolating the conceptual information from
the child to the father node. As shown in Figure 5, thePP
dominatingfrom andWashingtonreceives the semantic label
from the latter.

By iterating the label propagation and giving the prece-
dence to the target concept label,i.e. C, we obtain the tree
of the previous figure. It is worth nothing that such seman-
tic tree is not identical to the manually-derived semantic tree
representation since a general purpose parser groups together
constituents according to a general language grammar. For
example,from Washington to Philadelphiaare grouped to-
gether whereas semantic consideration specific to the ATIS
domain would have suggested to considerTWA flights from
Washington to Philadelphiaas single semantic unit.

Although the syntactic parser does not produce this in-
termediate level, the approximation of many tree subparts is
remarkably accurate. This is interesting if we consider that
tree kernels allow for the extraction of all possible substruc-
tures whose relevance can be decide bypowerfullearning al-
gorithms like Support Vector Machines (SVMs).

The next section shows how it is possible to work in a
huge features space using the implicit representation provided
by tree kernels.

2.3. Tree Kernel Functions

Tree Kernels represent trees in terms of their substructures
(fragments) which are mapped into feature vector spaces,e.g.
<n. The kernel function measures the similarity between two
trees by counting the number of their common fragments. For
example, Figure 6 shows for the parse tree of the sentence
"book a flight" some of its substructures.
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Fig. 6. A tree with some of its substructures.

The main advantage of tree kernels is that, to compute the
substructures shared by two treesT1 andT2, the whole frag-
ment space is not used. In the following the formal definition
is reported [10].

Given the set of fragments{f1, f2, ..} = F , the indicator
function Ii(n) is equal 1 if the targetfi is rooted at noden
and 0 otherwise. A tree kernel is then defined as:

TK(T1, T2) =
∑

n1∈NT1

∑

n2∈NT2

∆(n1, n2) (1)

whereNT1
andNT2

are the sets of theT1’s andT2’s nodes,
respectively and∆(n1, n2) =

∑|F|
i=1 Ii(n1)Ii(n2). This latter

is equal to the number of common fragments rooted in the
n1 andn2 nodes and∆ can be evaluated with the following
algorithm:

1. if the productions atn1 andn2 are different then
∆(n1, n2) = 0;

2. if the productions atn1 andn2 are the same, andn1 and
n2 have only leaf children (i.e. they are pre-terminals
symbols) then∆(n1, n2) = 1;

3. if the productions atn1 andn2 are the same, andn1

andn2 are not pre-terminals then

∆(n1, n2) =

nc(n1)∏

j=1

(1 + ∆(cj
n1

, cj
n2

)) (2)

wherenc(n1) is the number of the children ofn1 andcj
n is

thej-th child of the noden. Note that, since the productions
are the same,nc(n1) = nc(n2).

Additionally, we add the decay factorλ by modifying
steps (2) and (3) as follows1:

2. ∆(n1, n2) = λ,

3. ∆(n1, n2) = λ

nc(n1)∏

j=1

(1 + ∆(cj
n1

, cj
n2

)).

The computational complexity of Eq. 1 isO(|NT1
| × |NT2

|)
although the average running time tends to be linear [11].

The above kernel function applied to the semantic trees
defined in Section 2 allows us to use them in learning algo-
rithms. The next section reports the experiments with one of
the most accurate machine learning model, i.e. SVMs.

1To have a similarity score between 0 and 1, we also apply the normaliza-

tion in the kernel space,i.e. K ′(T1, T2) =
TK(T1,T2)

√

TK(T1 ,T1)×TK(T2 ,T2)
.



3. EXPERIMENTS

In this study, we focused on the well known ATIS corpus
which allows us to compare with several literature results,e.g.
[6, 3, 12]. One of its particularities is that all the concepts that
appears in the test data appears as well in the training data.
Moreover, there is no ambiguity between concepts and not-
concepts,i.e. the terms collected from training data when are
matched in the test data always derive a correct concept. This
means that the concept segmentation task is trivial and there-
fore, we decided to focus in the more interesting problem of
concept disambiguation,e.g.if a city name refers to an arrival
or a departure city.

We experimented with the ATIS concept classification and
our semantic tree kernel approach comparing also with state-
of-the-art classification models,e.g.Conditional Random Fields
and Finite State Traducers. The next sections define our ex-
perimental setup.

3.1. ATIS dataset

The Air Travel Information System (ATIS) task is designed to
provide flight information. The semantic representation used
is frame based. The SLU goal is to map the language query
into a frame/slot structure,e.g.







list flights from boston to Philadelphia
FRAME: FLIGHT

FROMLOC.CITY = boston
TOLOC.CITY = Philadelphia







We used the same dataset as [6]: the training set consists
of 4,978 utterances selected from the Class A (context in-
dependent) training data in the ATIS-2 and ATIS-3 corpora
whilst the ATIS test set contains both the ATIS-3 NOV93 and
DEC94 data. Each training utterance is annotated with an ab-
stract semantic annotation derived semi-automatically from
the SQL queries provided in ATIS-3. We preprocessed the
training set as described in [13].

3.2. Models for Concept Classification

We experimented with concept classification which is a multi-
classification approach. The general setting is to learn a bi-
nary classifier for each single concept following the schema
One-vs-All [14]. In the classification step the concept class
that assigns the highest classification score (e.g. in case of
SVMs this is the instance margin) to the classification in-
stance is selected. This simple strategy has been shown to
be one of the most accurate method [14].

Given the above setting, the diverse multiclassification ap-
proaches only differ by the use of distinct models for the bi-
nary classification step. Hereafter, we define those employed
in our experiments.

The first set of approaches that we present are based on
SVMs using the kernel function defined by Eq. 1 and the

structures described in Section 2 (obtained from Charniak’s
parser trees). The resulting models are:

• Simple Parse Tree (SPT), in which the sentence parse
tree of the target concept is used to encode it in the
learning and classification algorithms. This tree alone
is not effective as different concepts belong to the same
sentence. Thus the classifier only learns which concept
most probably belong to a parse trees.

• Concept Marked Tree (CMT), the target classification
concept is marked so that the classifier can learn to clas-
sify a specific concept. In the test phase, for each sen-
tence, as marked parse trees as the number of the sen-
tence’s concepts are generated. Again, in each parse
tree, only one concept is marked as a target and each of
then concept classifier will make a decision on it.

• All Concept Marked Tree (ACMT), similar to CMT but
also the concepts different from the target receive (a dif-
ferent) label. Therefore, for each target concept, a parse
tree similar to the one shown in Figure 4 is generated.

• Percolating Concept Marked Tree (PACMT), the ACMTs
are generated and then concept labels are percolated to-
ward the root as described by Figure 5.

To experiment with such models, we used the above trees with
the SVM-light-TK software2 which encodes tree kernel func-
tions in SVM-light [5].

The other models that we selected to compare with are
described below.

The first approach is the Stochastic Finite State Trans-
ducers (SFST) [7, 15, 6]. SFST based SLU is a translation
process in which stochastic language models are implemented
by Finite State Machines (FSM). There is an FSM for each
elementary concept. These FSMs are transducers that take
words as input and output the concept tag conveyed by the
accepted phrase. All these transducers are grouped together
into a single transducer, calledλw2c, which is the union of all
of them. A stochastic conceptual language model is computed
as the joint probabilityP (W, C):

P (W, C) =
k∏

i=1

P (wici|hi)

wherehi = {wi−1ci−1, . . . , w1c1},

whereC = c1, c2, . . . , ck is the sequence of concepts and
W = w1, w2, . . . , wk is the sequence of words.hi is ap-
proximated by{wi−1ci−1, wi−2ci−2} as 3-gram model. This
model calledλSLM is also encoded as an FSM. Given a new
sentenceW and its FSM representationλW , the translation

2http://ai-nlp.info.uniroma2.it/moschitti/



process finds the best path of the transducer resulting of the
next composition:

λSLU = λW ◦ λw2c ◦ λSLM

All operations are done using the AT&T FSM/GRM Library
[16].

The second approach, Poly-SVM, is based on SVMs us-
ing a polynomial kernel and the Yamcha generated features
[2]. These are constituted by the target word and the context
words in a windows of [-3, 1] around the target. We used
the polynomial kernel of degree 2 defined byPoly( ~x1, ~x2) =
( ~x1 · ~x2 + 1)2, where~x1 and ~x2 are the feature vectors of two
concepts,c1 andc2. Moreover, we used the default value of
SVM-Light for the trade-off parameter and a cost-factor equal
to 100.

The third approach relies on maximum entropy models
like MEMMs or CRFs [17]. A CRF [17] is an undirected
graphical model globally conditioned on the observation se-
quence. The structure of the graph represents the conditional
independencies in the label sequences being modeled. When
modeling sequences, the most common graph structure en-
countered is the simple first-order chain structure. According
to the used graph, CRFs specify a single joint probability dis-
tribution over the entire label sequence given by:

p(y|x) =
1

Z(x)
exp(

∑

c∈C

∑

k

λkfk(y|c, x, c))

Z(x) =
∑

y

exp(
∑

c∈C

∑

k

λkfk(y|c, x, c)),

wherex is an observation sequence,y a label sequence,fk are
functions called feature functions,c is the maximal clique of
the graphG on which these functions apply,λk are weights
associated with each featuresfk andλk are the parameters
of the model estimated during the training process. In most
cases, the feature functions are binary functions returning 1 if
there is a match, 0 if not (the domain knowledge is encoded
in the model using these functions).
In these experiments, we used CRF++ [18] an open source
implementation of Conditional Random Fields.

Finally, since FST, Poly-SVM and CRF represent the state-
of-the-art, it is worthwhile to combine the best of them with
the most accurate semantic tree approach. Indeed, an interest-
ing property of Kernel Methods is that we can combine fea-
ture spaces by simply summing different kernels. Thus, we
also experimented with the Combined Kernel Model (CKM),
which combines Poly-SVM with PAMCT as follows:

CK(c1, c2) =
TK(T1, T2)

|TK(T1, T2)|
+

Poly( ~x1, ~x2)

|Poly( ~x1, ~x2)|
(3)

whereT1 andT2 are the trees associated with the two con-
cepts,c1 andc2.

SPT CMT ACMT PAMCT
Accuracy 30.06 89.89 90.24 91.98

Table 1. Accuracy of the Semantic Tree Kernel model on
ATIS test set

3.3. Model Results

The first experiment aims at evaluating which semantic tree
based models is the most accurate. We selected the kernel
parameterλ (see Eq. 2.3) equal to 0.1 and the cost-factor
parameter equal to 100 from a randomly generated validation
set. Then, we trained the 65 concept classifiers and evaluated
them on the ATIS test set.

The multiclassification results for the models described in
Section 2 are reported on Table 1. We note that according
with the initial observations, no node marking,i.e. SPT, does
not allow SVMs to learn concepts (a very low accuracy of
30.30% is obtained) whereas if at least the target concept node
is marked,i.e. in the CMT model, SVMs achieve a good
accuracy,i.e. 89.89%. When all the semantic information is
used,i.e. in the AMCT model, and is distributed on the whole
tree,i.e. in the PAMCT model, SVMs achieve an accuracy of
90.24% and 91.98%, respectively. The latter outcome is very
interesting as it relevantly improves the best result in [6], i.e.
89.28%3

The above results are remarkably high but they are lower
than the current state-of-the-art [13]. Indeed, our experiments
with CRF, FST and Poly-SVM show an accuracy of 94.91%,
94.25% and 95.53%, respectively. Thus, to improve the state-
of-the-art, we combined PAMCT with the best model,i.e.
Poly-SVM. Table 2, shows the comparative results between
Poly-SVM, CRF, FST, PACMT and the combination,i.e. CKM
(see Eq. 3). The multiclassification accuracy, reported in
the last column,i.e. 95.88%, shows that CKM slightly im-
proves Poly-SVM, therefore improving the current state-of-
the-art (although such result may not be statistically signifi-
cant). This limited impact is due to the extremely high accu-
racy of Poly-SVM,i.e. 95.53%, which does not leave room
for a large improvement.

However, if we examine the F1 measure of the single clas-
sifiers, we note that the CKM potentials are remarkable. For
example, it increases thecity.nameF1 by about 5 absolute
percent points,i.e. 67.44 vs 71.91. Although many other cat-
egories are improved, the most frequent categories,i.e. from-
loc.citynameand toloc.citynamedo not receive any benefit

3It should be noted that the results in [6] are not perfectly comparable
with ours since they refer to the slot filling f-measure rather than to concept
classification accuracy. However, since the concept segmentation in ATIS is
a trivial task, concept classification is a more difficult problem. This because
in slot filling, it is possible to assign anull value whereas in concept clas-
sification always a true value must be selected,i.e. if a classifier outputs a
null value, it is always considered as an error. This, in the f-measure perspec-
tive, is counted as a double error,i.e. one error in Precision and one error in
Recall.



Poly-SVM PACMT CKM
Concept

P R F1 P R F1 P R F1
departtime.time 81.82 94.74 87.80 73.24 91.23 81.25 82.35 98.25 89.60
arrive time.time 100 82.35 90.32 82.86 85.29 84.06 91.43 94.12 92.75
city name 100 50.88 67.44 78.05 56.14 65.31 100 56.14 71.91
fromloc.city name 99.44 100 99.72 93.10 97.73 95.36 99.15 100 99.58
toloc.city name 98.74 99.16 98.95 94.11 98.87 96.43 98.74 99.02 98.88
meal 100 36.36 53.33 100 90.91 95.24 100 81.82 90.00

Overall Accuracy 95.53 91.98 95.88

Table 2. Comparison between Semantic Tree Kernel model on ATIS testset

from CKM. Since their number of test instances is an order
of magnitude higher than the others, they dominate the over-
all accuracy by limiting the impact of CKM.

4. CONCLUSION

In this paper, we have proposed a model to automatically pro-
duce Tree Structure Meaning Representations. Our approach
uses an off-the-shelf statistical parser to generate an initial
syntactic parse tree which is semantically enriched with con-
ceptual information.

Given the noise introduced by the automatic syntactic pars-
ing and the general approach to add semantics, we adopted a
feature representation based on tree kernels. These along with
SVMs select the correct and relevant semantic substructures.
The comparative experiments with the ATIS corpus show that
our model is valid and also improves the state-of-the-art in
concept classification. Moreover, error analysis shows that
its limited impact on ATIS is due to the intrinsic simplicity
of such dataset. Thus, our approach is a promising research
line that should be explored in the design of complex dialog
systems.
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