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Abstract. The FLaIT task held within the EvalIta 2011 challenge is
here described. Systems were asked to label semantic frames and their
arguments as evoked by input predicate words over plain text sentences.
Proposed systems are based on a variety of learning techniques and
achieve very good results, over 80% of accuracy, in most subtasks.

1 The Frame Labeling Task

In the “Frame Labeling over Italian Texts” (FLaIT) task, the general goal is
to come forward with representation models, inductive algorithms and infer-
ence methods which address the Semantic Role Labeling (SRL) problem. This
is the first time that such a task is proposed in the framework of the EVALITA
campaign.

So far, a number of shared tasks (CoNLL–2004, 2005, 2008, 2009 and Sen-
seval/Semeval–2004, 2007, 2010) have been concerned with SRL. Typically, two
main English corpora with semantic annotations from which to train SRL sys-
tems have been used: PropBank [3]1 and FrameNet [1]2. These previous expe-
riences have been focused on developing SRL systems based on partial parsing
information and/or increasing the amount of syntactic and semantic input in-
formation, aiming to boost the performance of machine learning systems on the
SRL task.

Since 2009, CoNLL has been accompanied by a shared task dedicated to
SRL not restricted to a monolingual setting (i.e. English) [2]. The Evalita 2011
FLaIT challenge is the first evaluation exercise for the Italian language, focusing
on different aspects of the SRL task over Italian texts. The interest in organizing
this challenge has been prompted by the recent development of FrameNet–like
resources for Italian that are currently under development in the iFrame project3.

1 http://verbs.colorado.edu/∼mpalmer/projects/ace.html
2 https://framenet.icsi.berkeley.edu/fndrupal/
3 http://sag.art.uniroma2.it/iframe/doku.php



1.1 Task Definition

In the task, the complete annotation of frame information for target predicate
words marked in input sentences was requested. As an example in the sentence
“Rilevata la presenza di gas in uno dei tubi, i guardiani hanno fatto scattare il
piano d’emergenza”, the two frames Presence, as evoked by the LU presenza,
and Process Start, given the LU scattare should be labeled as in the following
two separate lines:

Rilevata la presenza [di gas] Entity [in uno dei tubi ] Location,

i guardiani hanno fatto scattare, [il piano d’emergenza] Event

where arguments are typed in square brackets. FLaIT was organized into three
subtasks:
Task 1: Frame Prediction (FP). In the first subtask, the assignment of the
correct frame for a sentence, given a marked and possibly ambiguous lexical
unit, was due. This aimed at verifying the ability in recognizing the true frame
of an occurring predicate word, and to select it even against possibly ambiguous
lexical units.
Task 2 Boundary Detection (BD) and Task 3 Argument Classification
(AC) Participants have been asked to locate and annotate all the semantic
arguments of a frame, which are explicitly realized in a sentence, given the
marked lexical unit. This task corresponds to the traditional Semantic Role
labeling challenge as defined by the CoNLL 2005 task.

1.2 Dataset Definition

The dataset used for training derives from the merging of two independently
annotated resources. The first set, hereafter denoted as FBK has been developed
at the Fondazione Bruno Kessler [4]. It includes the annotation of 605 sentences
(605 predicates and 1074 roles) at the syntactic and semantic level under the
XML Tiger format also used by the Salsa project. The reference syntactic for-
malism of the is a constituency-based formalism obtained as output from the
constituency-based parser by [5]. The second set, hereafter ILC set, has been
developed at the ILC in Pisa by Alessandro Lenci and his colleagues [6]. It con-
sists of the ISST–TANL Corpus, a dependency-annotated corpus originating as
a revision of a subset of the Italian Syntactic-Semantic Treebank or ISST [9],
enriched with Semantic Frames under the XML Tiger format also used by the
Salsa project4. These amount to 650 sentences with 1763 roles. The resulting
training set thus includes 1255 sentences for about 38 frames. The total amount
of roles completely annotated correspond to 2837 arguments.

The test set has been obtained through the exploitation of the aligned
English-Italian Europarl section [10]. The English Framenet lexicon has been
first used to locate candidate sentences of each of the 38 frames already covered

4 The ISST–TANL Corpus has been used for the Dependency Parsing Track of Evalita
2009 [7] and for the Domain Adaptation for Dependency Parsing Tarck of Evalita
2011 [8].



by the training dataset. Annotators completed the annotation of all boundaries
and their corresponding Frame Elements, by removing possibly wrong or useless
(e.g. too short) sentences. At the end of the labeling we gathered 318 sentences,
again focusing on 36 of the training set frames, for a total of 318 targets and 560
other arguments. Notice that the above process was frame driven and not lexical
unit driven so that in a not negligible set of cases (27 out of 318 sentences), the
lexical unit of the test sentences was never observed in the training set. This
had the beneficial effect to measure also the generalization power of the machine
learning methods applied during training towards poorly (or never) observed
phenomena.

Test and Runs. Given the structured nature of the FLaIT task test, data
have been submitted in an incremental fashion, with a growing number of marked
details. In the first run, sentences were only marked with the targeted lexical
unit, but no frame information was provided in order to test the quality of the
frame detection process. In the second run, the correct frame of the lexical unit
was provided but no boundary information was made available in order to test
the quality of the boundary detection task also in presence of gold information
about the frame. Finally, in the third run, the systems were requested to anno-
tate argument roles (i.e. Frame Elements) but exact boundary information was
provided. Notice that, in every run, system have been asked to perform all the
three above tasks, i.e. FP , BD and AC. This allowed to evaluate the impact of
early labeling errors on the quality of the later annotation steps.

1.3 Evaluation Measures

The traditional evaluation metrics of precision and recall have been used for the
three tasks:

Frame Detection. Any (sentence,predicate) pair for which the correct frame
is provided by the system is counted as a true positive.

Boundary Detection (BD). True positives here are those semantic argu-
ments whose boundaries are precisely determined (i.e., all and only those tokens
belonging to the argument are correctly detected). The average across the over-
all number of sentences is computed as the microaverage across all arguments.
The token based version of this measure accounts for the number of individual
tokens correctly classified instead of the number of exact arguments.

Argument Classification (AC). Arguments whose semantic role (i.e. Frame
Element label) is correctly assigned are the true positives tp while false positives
fp are arguments whose assignment does not correspond to the label in the
oracle. Unlabeled arguments correspond to false negatives fn. As usual, AC
precision is given by tp/(tp + fp), while AC recall is tp/(tp + fn). The average
across the overall number of sentences is computed as the microaverage across
all arguments. The token based version of this measure accounts for the num-
ber of tokens correctly classified instead of the number of arguments. The AC
F1-measure is the weighted harmonic mean of AC precision and AC recall



Table 1. Results of the Frame Detection task

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM

Gold Frame Total 318 318 318 318
Frame Correct 207 207 257 250
Frame Untagged 38 38 0 0
Frame Precision 73.93% 73.93% 80.82% 78.62%
Frame Recall 65.09% 65.09% 80.82% 78.62%
Frame F1 69.23% 69.23% 80.82% 78.62%

Table 2. Results of the Boundary Detection (BD) task

First Run

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM

Gold Arg. Size 560 560 560 560
Gold Arg. Token Size 3492 3492 3492 3492

Sys. Arg. Size 255 332 609 568
Sys. Arg. Token Size 1165 1477 3592 3962
Correct Bound. 117 135 406 288
Correct Tk. Bound. 945 1162 2945 2695
BD Prec. 45.88% 40.66% 66.67% 50.70%
BD Rec. 20.89% 24.11% 72.50% 51.43%
BD F1 28.71% 30.27% 69.46% 51.06%
BD Token Prec. 81.12% 78.67% 81.99% 68.02%
BD Token Rec 27.06% 33.28% 84.34% 77.18%
BD Token F1 40.58% 46.77% 83.15% 72.31%

Second Run

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM RTV SVM Geom

Sys. Arg. Size 263 349 609 565 494
Sys. Arg. Token Size 1150 1487 3592 3930 3569
Correct Bound. 124 148 406 282 357
Correct Token Bound. 949 1193 2945 2678 2969
BD Prec. 47.15% 42.41% 66.67% 49.91% 72.27%
BD Rec. 22.14% 26.43% 72.50% 50.36% 63.75%
BD F1 30.13% 32.56% 69.46% 50.13% 67.74%
BD Token Prec. 82.52% 80.23% 81.99% 68.14% 83.19%
BD Token Rec. 27.18% 34.16% 84.34% 76.69% 85.02%
BD Token F1 40.89% 47.92% 83.15% 72.16% 84.10%

2 Results

The participating teams refer to two different institutions: CELI and the Uni-
versity of Roma, Tor Vergata. Their systems are described elsewhere in these
proceedings, and will be hereafter shortly outlined.

The FLaIT CELI System. This system applied a legacy parser ([11]) to
the input sentences and relied upon a combination of dependency based rules



(such as subcategorization patterns) and machine learning techniques, based
on Markov Logic Networks (MLN). The authors developed an early version of
their Frame Labeling and Boundary detection subsystems just for the FLaIT
challenge. Two systems are presented. The first (i.e CELI WT) makes use of
hand coded rules for Semantic Role Labeling, while the second (NT ) only relies
on learned rules.

Structured Learning SRL system by the University of Roma, Tor
Vergata. These two systems are strongly based on the notion of structured
learning as realized by SVM learning. In both cases a discriminative approach is
applied but structures are accounted for in the first system, TV SVM SPTK,
through the adoption of syntagmatic (i.e. tree) kernels. SPTK is a model that
extends the standard tree kernels formulation by embedding a corpus-driven
lexical similarity metrics between terminal nodes (i.e. words in the leaves) [12].
The second system, named TV SVM HMM is a combination of discriminative
and generative model often referred to as SVM HMM. It is also interesting as
it maps the BD and AC task into a labeling task, without resorting to any
information about grammatical dependencies and the parse tree.

The Semi-Supervised SRL system by the University of Roma, Tor
Vergata. The second team in Roma Tor Vergata, made use of an hybrid archi-
tecture for just the BD and AC tasks. The first BD component makes use of an
SVM-based learning model based on manually engineered features derived from
the sentence dependency tree. In the second AC step, a simple generative model
is extended with probability estimators based on distributional semantic, i.e.
geometrical, method, that optimizes small training sets. The RTV SVM Geom
system is based on the work discussed in [13].

2.1 Discussion

Results for the Frame Detection task are reported in Table 1. The top scores are
fairly high (F1>80%), because of the relatively small number of frames to be
identified and of the “closed world” assumption of this task. Since the target was
overtly marked in the test corpus and systems had to choose the correct frame
to be assigned among those attested for that lexical unit in the training corpus
the overall task was relatively easy. This is also confirmed by the rather high
baseline score (68.39%) that can be simply achieved by randomly assigning one
of the possible (according to training data) candidate frame to the target. While
the four systems achieve rather close precision values, significant differences exist
in recall. This was expected, given the approach of the CELI team to maximize
precision over recall.

Moving to the Boundary Detection task, we can see in Table 1 that the
differences between the first and the second run results do not appear to be
significant. This means that knowing the frame evoked by the target does not
help systems in identifying the boundaries of its Frame Element. This is indeed
predictable, since the Frame Element spans do not seem to be related to the
particular type of Frame. The RTV SVM Geom, which did not participate in



Table 3. Results of the Argument Classification (AC) task

First Run

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM

Gold Arg. Size 560 560 560 560
Gold Arg. Token Size 3492 3492 3492 3492

Sys. Arg. Size 255 332 609 568
Sys. Arg. Token Size 1165 1477 3592 3962
Correct Arg. 83 91 295 188
Correct Token Arg. 558 731 2248 1853
AC Prec. 32.55% 27.41% 48.44% 33.10%
AC Rec. 14.82% 16.25% 52.68% 33.57%
AC F1 20.37% 20.40% 50.47% 33.33%
AC Token Prec. 47.90% 49.49% 62.58% 46.77%
AC Token Rec 15.98% 20.93% 64.38% 53.06%
AC Token F1 23.96% 29.42% 63.47% 49.72%

Second Run

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM RTV SVM Geom

Sys. Arg. Size 263 349 609 565 494
Sys. Arg. Token Size 1150 1487 3592 3930 3569
Correct Arg. 95 109 312 212 256
Correct Token Arg. 716 960 2479 2147 2198
AC Prec. 36.12% 31.23% 51.23% 37.52% 51.82%
AC Rec. 16.96% 19.46% 55.71% 37.86% 45.71%
AC F1 23.09% 23.98% 53.38% 37.69% 48.58%
AC Token Prec. 62.26% 64.56% 69.01% 54.63% 61.59%
AC Token Rec. 20.50% 27.49% 70.99% 61.48% 62.94%
AC Token F1 30.85% 38.56% 69.99% 57.86% 62.26%

Third Run

Systems CELI NT CELI WT TV SVM-SPTK TV SVM-HMM RTV SVM Geom

Sys. Arg. Size 247 300 560 549 543
Sys. Arg. Token Size 1657 2160 3492 3481 3475
Correct Arg. 181 225 394 366 363
Correct Token Arg. 1269 1798 2736 2705 2489
AC Prec. 73.28% 75.00% 70.36% 66.67% 66.85%
AC Rec. 32.32% 40.18% 70.36% 65.36% 64.82%
AC F1 44.86% 52.33% 70.36% 66.01% 65.82%
AC Token Prec. 76.58% 83.24% 78.35% 77.71% 71.63%
AC Token Rec. 36.34% 51.49% 78.35% 77.46% 71.28%
AC Token F1 49.29% 63.62% 78.35% 77.59% 71.45%

the first run, achieves the best precision, but TV SVM-SPTK shows up again
as the best model, given its better tradeoff between precision and recall.

Knowing the frame does not facilitate systems in the AC task either. As can
be seen from the results in Table 3, there is just a minor improvement in the
second run, with respect to the first one. Conversely, all the systems significantly



improve their performance in the third run. The frame type and the Frame
Element boundaries are crucial information to boost system ability to assign the
proper role. In this run, CELI WT scores the highest precision, but at the cost
of a rather low recall whereas TV SVM-SPTK again achieves the best tradeoff
between the two measures.

3 Conclusions

The first experience with the FLaIT task at EVALITA has been successfull. The
participation of two research centers with 5 systems is very good if we consider
the complexity of designing an SRL chain and making it operational. A lexicon of
105 different lexical units for 36 frames has been made available by the challenge.

The competition resulted in a variety of advanced methods ranging from
dependency rules to probabilistic and discriminative methods (e.g. semantically
smoothed tree kernels). The obtained accuracy is generally good and in line with
the state-of-the-art in other languages such as English, for which larger and richer
resources are available. The realistic settings adopted (i.e. no gold information
was provided for all steps) make the presented results even more valuable, as
they have been derived in standard operational conditions, few annotated data
and lack of lexical ad hoc resources.
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