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Abstr act
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hi ghly adaptive and | oop-free routing while causing only | ow
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1.

I nt roducti on

BAT.MAN is a proactive routing protocol for Wrel ess Ad-hoc Mesh
Net wor ks, including (but not limted to) Mbile Ad-hoc Networks
(MANETs). The protocol proactively maintains information about the
exi stence of all nodes in the nesh that are accessible via single-hop
or multi-hop communication |links. The strategy of BAT.MAN is to
determ ne for each destination in the nmesh one single-hop nei ghbor,
whi ch can be utilized as best gateway to communi cate with the
destination node. In order to performnulti-hop |IP-based routing,
the routing table of a node nust contain a |ink-I1ocal gateway for
each host or network route. To |learn about the best next-hop for
each destination is all that the B.A T.MA N algorithmcares about.
There is no need to find out or calculate the conplete route, which
makes a very fast and efficient inplenmentation possible.

Wrel ess nmesh networks have special difficulties unlike wred

networ ks: Data packets can and will get lost in noisy areas. Mesh
net wor ks consisting of nodes with only one wireless communi cation
interface (which are usually operating on the same wirel ess channel)
have to cope with self-inflicted interference caused by their own
wireless traffic. Thus comunication |inks nmay have varying quality
in terns of packet |loss, data rates, and interference. Even the
protocol traffic fromthe routing protocol itself causes
interference. Therefore conmunication link quality changes even in
static network topol ogies. New |links appear and known |inks

di sappear frequently, especially in MANETs. The quality of one
conmmuni cation direction may differ to the opposite direction ( e.g.
asymetric |inks).

B.A.T.M A N considers these challenges by doing statistical analysis
of protocol packet |oss and propagati on speed and does not depend on
state or topology information from other nodes. Rather than trusting
on netadata contained in received protocol traffic - which could be
del ayed, outdated, or lost - routing decisions are based on the

know edge about the existence or |ack of information. B. A T.MA N
protocol packets contain only a very limted anpunt of information
and are therefore very small. Lost protocol packets due to
unreliable links are not countered with redundancy, but are detected
and utilized for better routing decisions. B.A T.MA N chooses the
nost reliable route upon the next-hop routing decision of individua
nodes. This approach has shown in practise that it is reliable and

| oop-free.

Comments are solicited and should be addressed to the B.A T.MA N
mailing list at b.a.t.ma.n@pen-nesh. net and/ or the authors.
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1.1. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Node - A mesh router which utilizes the B.AT.MA N protocol as
specified in this docunent on at |east one network interface.

Link - wired or wireless comuni cation |ink, which can be
uni directional or bidirectional

Direct Link - single-hop comunication |link between two particul ar
B.AT.MA N interfaces

Bidirectional Link - direct link with bidirectional (symretric)
communi cati on capability

Unidirectional Link - direct link with only unidirectional
(asymetric) conmunication capability

Bi di rectional Nei ghbor - single-hop neighbor, available via a direct
bidirectional link

Best Link - the nobst pronising outgoing interface and next hop
towards a given originator

BAT.MAN Interface - Network interface utilized by B.A T.MA N
This is also a synonymfor an Oigi nator.

Host Network Announcenent (HNA) - Message type, used to announce a
gateway to a network or host

Originator Message (OGM - B.A T.M A N protocol nessage advertising
the existence of an Originator. OGWs are used for link quality and
pat h detection.

Originator - Synonymfor a B.AT.MA N Network Interface, announced
by BAT.MA N Oiginator Messages.

1.2. Protocol Overview

B.AT.MA N detects the presence of BAT. MAN-Oiginators, no
matt er whet her the communication path to/froman Oiginator is a
single-hop or nulti-hop comunication |ink. The protocol does not
try to find out the full routing path, instead it only |earns which
I ink-1ocal neighbor is the best gateway to each Originator. It also
keeps track of new Originators and informs its neighbors about their
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exi stence. The protocol ensures that a route consists of
bidirectional |inks only.

On a regul ar basis every node broadcasts an origi nator nessage (or
OGM), thereby informing its |ink-l1ocal neighbors about its existence
(first step). Link-local neighbors which are receiving the

Origi nator nessages are relaying them by rebroadcasting it, according
to specific BAT.MA N forwarding rules. The B.A T.MA N nesh
network is therefore flooded with Oiginator nessages. This flooding
process will be perfornmed by single-hop neighbors in the second step
by two-hop neighbors in the third step, and so forth. OGWs are send
and repeated as UDP broadcasts, therefore OGWs are fl ooded unti

every node has received it at |east once, or until they got |ost due
to packet | oss of comunication links, or until their TTL (time to
live) value has expired. |In practise OGM packet |oss caused by
interference, collision or congestion is significant. The nunber of
OGVs received froma given Originator via each link-1ocal neighbor is
used to estimate the quality of a (single-hop or nulti-hop) route.

In order to be able to find the best route to a certain Oiginator
B.A.T.M A N counts the originator-nessages received and | ogs which

i nk-1ocal neighbor relayed the nmessage. Using this information
BAT.MA N mintains a table with the best |ink-1ocal router
towards every Originator on the network. By using a sequence nunber,
enbedded in each OGGM B. A . T.M A N. can distingui sh between new

Ori gi nat or nessage packets and duplicates ensuring that every OGM
gets only counted once.

B.AAT.MA N was not designed to operate on stable and reliable
medi a, such as cable networks, but rather to function on unreliable
nmedi a i nherently experiencing high levels of instability and data

| oss. The protocol was devised to counteract the side effects of a
network’s fluctuation and conpensate its instability, thus allow ng
for a high |l evel of robustness. It also enbodies the idea of
collective intelligence opposed to link state routing. The

t opographi cal information is not handled by a single node, but spread
across the whole network. No central entity knows all possible ways
through the network. Every node only determi nes the data to choose
the next hop, making the protocol very |ightweight and quickly
adapting to fluctuating network topol ogi es.

B.AT.MA N Oiginators can announce thensel ves as gateways to the
internet. Their announcenent includes a gateway-class, which is
speci fying the connection speed of their up- and downlink to the
internet. Gateways al so send a port-nunber which is used by gateway
clients to establish a unidirectional UDP-tunnel to the gateway. The
deci sion which gateway is selected for a destination is perforned by
t he gateway-client.
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The met hod of tunneling between a B.A T.M A N internet gateway
client and the internet gateway ensures a stable route to the
internet as long as the protocol can maintain a working comunication
pat h between both peers. This is particularly inportant when the
internet gateway has to perform Network Address Transl ation (NAT)

bet ween nodes using private | P address space in the mesh and public

| P networks.

Once the tunnel is established the network topol ogy and routing paths
between the B.AT.M A N gateway and the gateway client may change
but the data will get routed via the initial gateway and back wi thout
changes, as long as the protocol can provide a working comunication
route. Thus, B.AT.MA N is capable to provide stable session-based
internet-traffic in MANETs with nore than one gateway to ot her
networ k segnents. Apart fromstable routing the tunneling al so

all ows for techni ques such as black hole detection to be used in
B.A.T.M A N networks.

2. Protocol and Port Nunber
Packets in B.A T.MA N are communicated using UDP. Port 4305 has

been assigned by | ANA for exclusive usage by the B.A T.M A N
pr ot ocol .

3. B.A T.M A N Packet Fornmats
3.1. Ceneral B.A T.MA N Packet Fornat

The general layout of a B.A T.MA N packet (without the trailing IP
and UDP header).
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General B.A. T.M A N packet format.

0 1 2 3
01234567890123456789012345678901
S e e i S S S S S S e

B i T o e e e i i S e R S S e e e e
Optional HNA Messages :
B S i T e e e O S T e I et i S e S S s

+- +
I I
+ +
| Ori gi nator Message (OGM |
+ +
I I
+- +

B el o e e O
: (etc.)

Figure 1
Each B.A . T.M A N. packet is encapsulated in a single UDP data packet.

A B.AT.MA N packet consists of one originator nessage (0@ and
zero or nore attached HNA extensi on nessages.

Oiginator Message (OGV:

OGWs have a fixed size of 12 octets. They are further
described in Section Section 3. 2.

Opti onal HNA Extension Messages:
An OGM rmay be foll owed by zero or nore HNA extension
messages. Each extension nmessage follow ng a precedi ng OGM
is associated with the preceding OGM and MJST be processed
respectively.

HNA nessages have a fixed size of 5 octets. It is
described in Section Section 3.3.
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3.2. Oiginator Message (OGV For mat
Origi nator Message (OGM) format.
0 1 2 3

01234567890123456789012345678901
T I T S i T i S S S i T i S S S S S S S

| Ver si on | U O | TTL | GWFI ags |
B i S S T s i S T st i S S S S S S S S i
[ Sequence Nunber [ GW Por t [

B i i S S i I e i S S R L e e e e
| Origi nator Address |
R R e R e s s e o S S e R e o o
Figure 2
3.2.1. Oiginator Message (OGW Fields

Ver si on:

MUST be set to VERSION. Each packet received with a
version field different from VERSI ON MUST be i gnor ed.

Is-direct-link flag:

This flag indicates whether a Node is a direct nei ghbor or
not .

Unidirectional flag:

This flag indicates whether the nei ghboring node is
bi di rectional or not.

TTL (Tinme To Live):

The TTL can be used to define an upper linmit on the nunber
of hops an OGM can be transmitted

Gateway flags (GW ags):
MUST be set according to description in Section 7. 1.
Sequence Number:
The originator of an OGM consecutively nunbers each new OGM
with an increnented (by one) sequence nunber. To get an

overvi ew about the Sequence Nunber handling see
Section 4. 2.
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Oi gi nat or Address:

The |1 Pv4 address of the BBAT. MA N interface on which
behal f the OGM has been generat ed.

3.3. HNA Message For mat
HNA- ext ensi on- message format.

0 1 2 3
01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
| Net wor k Addr ess |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Net mask |
B i e S S S

Fi gure 3
3.3.1. HNA Message Fields
Net mask:

The nunber of bits presenting the size of the announced
net wor k.

Net wor k Addr ess:

The | Pv4 networ k address of the announced networKk.

4. Conceptual Data Structures

Each node nust maintain certain information about its own and ot her
B.AT.MA N originators in the network and how these originators are
rel ated to nei ghboring nodes and to the B.AT.MA N interfaces of
the node itself. This Section conceptionally describes the

i nformati on necessary to conformto the protocol described in this
docunent .

4.1. Oiginator List

Each node maintains information about the known other originators
(B AT.MAN. Interfaces) in the network in an Oiginator List. The
Originator List contains one entry for each Oiginator from which or
via which an OGM has been received within the |Iast PURGE TI MEQUT
seconds. If OGW fromdifferent Originators (B.A T.MA N
interfaces) of the sanme node are received then there MUST be one
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entry for each Oiginator. |In fact, the receiving node does not
necessarily know that certain different Originators (and
correspondi ng | P addresses) are belonging to the sane B.A T.MA N
node.

For each Originator the followi ng Information nust be maintained:

0

Originator | Pv4 Address:

The 1 Pv4 address of the Originator (B.AT.MA N Interface)
as given in the corresponding field of the received OGM

Last Aware tine:

A timestanp which MJST be updated with every OGMthat has
been received fromor via the given Oiginator.

Bi di rect Link(s) Sequence Nunber:
The bidirectional Link Check requires a Node to save the
i nformati on which direct nei ghbor successfully rebroadcasted
its own OGM Therefore, the Sequence Nunber of the | ast
accepted self-initiated OGM received froma direct |ink
nei ghbor is to be saved here on a per Interface basis. This
is described in Section 5.3.

Current Sequence Number:

The newest OGM Sequence Nunber that has been accepted from
the given Originator. This is described in Section 4. 2.

HNA Li st:

Al'l announced Networks of the Originator with their |P-Range
and Net mask.

Gat eway capabilities:

If the Originator offers a Gateway, and its announced
paraneters

Nei ghbor information List:

for each Direct Link to each Neighbor of the node the
followi ng information nust be maintained:

+ Sliding Wndow
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For each | n-Wndow Sequence Nunber it is remarked if
an OGM wi th this Sequence Nunmber has been received.
This is described in Section 4. 2.

+ Packet Count:

The amount of Sequence Numbers recorded in the
Sliding Wndow. It is used as a netric for the path
to the Originator via this neighbor

+ Last Valid Tine:

The timestanp when the last valid OGM was received
via this neighbor.

+ Last TTL:

The TTL of the | ast OGV which was received via this
nei ghbor .

4.2. Sequence Numbers, Ranges, and W ndows

B.AAT.MA N is Sequence Nunmber oriented. |In fact, the Sequence
Nunber of a received OGMis the key information that is transnitted
with each OGM

Sequence Nunbers are recorded in dedicated sliding windows until they
are considered Qut-OF Range. Thus, such a sliding w ndow al ways
contains the set of recently received Sequence Nunbers. The anopunt
of Sequence Nunbers recorded in the Sliding Wndow i s used as a
metric for the quality of detected links and paths.

The Sequence Nunber range is not an infinite space but is limted to
the range of 0 .. 2716 - 1. Since the space is limted, al
arithnetical operations nmust be perforned nodulo 2716. Wth this,
sequence nunbers cycle fromO to 27216-1 and start from 0 agai n when
reaching the maxi mum val ue. Therefore, special care nust be taken
with conparisons. For exanple, the 7 Sequence Nunbers bel ow 5 nodul o
2716 are 4,3,2,1,0, 65535 and 65534.
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Conceptional illustration of |In-Wndow and Qut-Of - Range Sequence
Nunmbers for a W NDOW SI ZE of 8 (The proposed W NDOW SI ZE constant is
defined in Section 8)

n=Current Sequence Nunber
S TR e S I T S I S S S S S S S i I R S I
1 0 1 2
09876543210123456789012345678901
e e i T T S e e S e e el i st sl s s T TR S S TR SR S TR SR T TR i

Figure 4
I n- Wndow Sequence Nunbers:

The 1 n-Wndow Sequence Numbers represent the | atest
sequence nunbers. They include the Current Sequence Numnber
fromthis Oiginator and the WNDOW SI ZE - 1 Sequence
Nunbers below it.

The Current Sequence Nunber of each Originator MJIST be
mai ntai ned, as well as information if an OGM has been
received or not for each |In-Wndow Sequence Nunber.

If an OGM fromthis Originator with a | n-W ndow Sequence
Nunber is received, the Current Sequence Nunmber will NOT be

updated, and therefore the Sliding Wndow is not noved. It
must be menorized that an OGM wi th Sequence Nunber has been
received.

Qut - O - Range Sequence Numbers:

Qut - O - Range Sequence Nunbers are all Sequence Numbers
whi ch are not in the In-Wndow range. They are considered
new or next-expected Sequence Nunbers.

If an OGM fromthis Originator with an Cut- O - Range
Sequence Nunber is received, the Current Sequence Nunber is
set to this new Sequence Nunber. This means that the
Sliding Wndow i s noved, and Sequence Numbers which are not
in the In-Wndow Range anynore drop out of the W ndow.
Information if OGW have been received or not with Sequence
Nunber s whi ch dropped out of the Wndow MJUST be purged.
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5.

.1

Fl oodi ng Mechani sm
The fl oodi ng nechani sm can be divided into several parts:
0 How to generate and broadcast OGVs is described in Section 5.1
0 The reception and evaluation of OGw is described in Section 5.2.

0 The update and usage of the Bidirectional Link Check is explained
in Section 5.3.

0 The Nei ghbor Ranki ng and Best Link detection is described in
Section 5. 4.

o0 The rebroadcast nechanismis described in Section 5.5.
Br oadcasting own Origi nator Messages (OGW)

Each node MUST periodically generate and broadcast OGws for each
BAT.MAN Interface. The Message(s) MJIST be broadcasted every
ORI G NATOR INTERVAL via all B.AT.MA N Interfaces. A jitter may be
applied to avoid collisions. The OGM MIUST be initialized as foll ows:

o Version: Set your internal conpatibility version.
o0 Flags: Set the Is-direct-link and Unidirectional flag to zero.

0 TTL: Set the TTL to the desired value in the range of TTL_M N and
TTL_MAX.

0 Sequence nunber: On first broadcast set the sequence nunber to an
arbitrary value and increnent the field by one for each foll ow ng
br oadcast .

0 OWl ags: If this host offers an internet connection set the field
as described in Section 7.1 otherwise set it to zero.

o GAport: If this host offers an internet connection set the field
to your desired tunneling port otherw se set it to zero.

0 Oiginator Address: Set this field to the IP address of this
B.AAT.MA N Interface.

If this Node wants to announce access to non-B. A T.M A N. networks
via HNA it SHOULD append an HNA Extensi on Messages for every network
to be announced. See Section 3.3 for a detailed description of that
nmessage type.
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5.2. Receiving Oiginator Messages

Upon receiving a general B.A. T.M A N packet a Node MJST performthe
followi ng prelimnary checks before the packet is further processed:

1. If the OGM contains a version which is different to the own
i nternal version the message MJST be silently dropped (thus, it
MUST NOT be further processed or broadcasted).

2. |If the sender address of the OGM bel ongs to one of the
B.AAT.MA N interfaces the nessage MJIST be silently dropped as
this OGMoriginated fromthis Node.

3. If the sender address of the OGMis a broadcast address of an own
B_.AT.MA N interface the message MJST be silently dropped.

4, If the Originator Address of the OGMis identical with any of the
Nodes’ own B.A T.MA N. Interfaces then the OGM has been
originated by the Node itself. The processing of the OGM MJST
continue as described in Section 5.3 and afterwards silently
dr opped.

5. If the unidirectional flag of the OGMis set the nessage MJST be
silently dropped.

6. |If the OGM has been received via a Bidirectional |ink AND
contains a New Sequence Number (is NOT a duplicate) then the OGM
MUST be processed as described in Section 5. 4.

7. The OGM has to be rebroadcasted as described in Section 5.5 if:

* the OGM has been received froma single hop neighbor (sender
address equals Oiginator Address)

* the OGM was received via a Bidirectional link AND via the Best
Link AND is either not a duplicate or has the sane TTL as the
| ast packet which was not a duplicate (last TTL)
5.3. Bidirectional Link Check

A Bidirectional Link check is used to verify that a detected link to
a given nei ghbor can be used in both directions.

Theref ore the Sequence Number of each self-originated OGM (re-

broadcasted by a direct |ink neighbor) for each Interface nust be
recorded (Bidirect Link Sequence Nunber) if:
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o the self-originated OGM has been received via the Interface for
whi ch the OGM has been gener at ed

o the direct-link-flag is set

0 the Sequence Nunber matches the Sequence Nunber send with the | ast
OGM broadcasted for that Interface

The bidirectional |ink check succeeds if the |ast originated Sequence

nunber does not differ nore than Bl _LINK TI MEQUT fromthe recorded
Sequence nunber.

5. 4.

5.

Nei ghbor Ranki ng

Upon reception of an OGM from anot her node the follow ng nust be
per f or ned:

(0]

0

5.

The Packet Count MJST be updat ed.

If the OGWs Sequence Nunber is newer than the Current Sequence
Nunber :

* The new Current Sequence Nunber MJST be set to the Sequence
Nunber contained in the received OGM

* The Last TTL of this neighbor MJST be updat ed.

* The Sliding Wndows of all known links to the Originator of the
OGM nust be updated (purged) to reflect the new upper and | owner
boundari es of the Ranking Range. The Sequence Nunber of the
recei ved OGM nust be added to the Sliding Wndow representing
the link via which the OGM has been received

If the Sliding Wndow of the Iink via which the OGM has been
recei ved contains the nost (In-Ranking-Range) Sequence Nunbers
then this link is said to be the new Best Link to the Oiginator
of the OGM Oherw se the previously considered Best Link MJST
NOT change

Re- broadcasti ng ot her nodes’ OGV

When an OGMis to be re-broadcasted some of the nessage fields MJST

be changed others MJST be Il eft unchanged. Al fields not nentioned
in the followi ng section remai n unt ouched:

(0]

The TTL nust be decrenented by one. |If the TTL becones zero
(after the decrenentation) the packet MJST be dropped.
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6

6

0 The Is-direct-link MJUST be set if the OGM has been received froma
Direct Link Neighbor ANDif it is re-broadcasted via the link via
which it has been received.

0 The Unidirectional flag nust be set if an OGMis to be re-
broadcasted that has been received via an unidirectional |ink

Rout i ng

In order to maintain the routing table of a B.A.T.M A N. node, the
routi ng daenon keeps track of incoming new OGVs and maintains a |ist
of all Oiginators which have sent Oiginator nessages as shown in
section Section 4.

B.A.T.MA N nuaintains one dedicated routing entry for each known
Origi nator and HNA announcenent. Each routing entry defines the
outgoing BBAT.MA N interface and the | P address of the next-hop
direct-1ink neighbor towards the correspondi ng Oigi nator
B_.AT.MA N nust add a host route to all Oiginators, even if they
are link-local bidirectional single-hop neighbors.

1. Route Selection and Establishing
If a OGM from an unknown Oiginator or to an unknown network/host via

HNA is received, it will be added to the routing table, and the best
ranki ng |ink-1ocal bidirectional neighbor is selected as gateway to

the destination. |If the destination is a host, a host route will be
added via the best ranking bidirectional single-hop neighbor for the
destination. |If the destination is a network, announced by HNA

i nformation included in a OGM nessage, a network route is added via
the best ranking bidirectional single-hop neighbor. A bidirectiona
si ngl e-hop nei ghbor may or may not be selected as gateway to itself.
In case a single-hop Oiginator is not the best gateway to itself, an
host route via another bidirectional single-hop neighbor MIUST be
chosen.

If the best ranking neighbor to the destination changes, the routing
tabl e nust be updat ed.

The gateway of each host route to an Originator nust be in sync with
the Best Link identified for the Originator, as described in Section
Section 5.4. The gateway of each HNA rel ated host or network route
must be in sync with the host route of the Originator that ownes the
correspondi ng HNA message.
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6.2. Route Deletion

In case a node does not receive a single OGM or HNA froma known

Originator for a tine |onger than the sliding WNDOW SIZE and the
PURGE _TI MEQUT interval, the route is considered to be expired and
will be renoved fromthe routing table.

6.3. Opportunistic Routing Deletion Policy

B.A. T.M A N. should behave opportunistic when deleting routes: The
suggested purging intervals for routes should be | ong, conpared to
the sliding wi ndow size (Recomrended val ue: PURGE TIMEQUT = 10 x

W NDOW SI ZE x ORI G NATOR_| NTERVAL) .

6.3.1. Opportunistic Routing Deletion Policy Consideration

A routing entry to a destination that is no |longer working, is a
nminor problemin terms of managing network traffic efficiently. The
only disadvantage is, that a node may utilize the network trying to
send information to an unreachabl e destination for a while, before
giving up. On the other hand, having no routing entry to a
destination that would otherwi se be accessible, is problematic in
terns of routing functionality. To avoid an overflow of routing
information, the routing table is purged fromexpired entrys
according to the PURGE_TI MEQUT interval. However, as soon as new
OGvs froma destination are received, the routing entry is updated if
a change in the network topol ogy has occurred.

7. Gateway
7.1. Gateway Announcenent

A B AT MAN node with access to the internet and routing
capabilities MAY act as a internet Gateway. The Gateway i s announced
with the GAFl ags transnitted within the B.A T.M A N. - OGM packets. |f
t he node does not provide access to the internet, it MJST set GAFl ags
to 0. Oherw se, the GAFl ags contains the provided bandw dt h encoded
as described below. The providing node SHOULD set this value to the
best approxi mate estimate of avail abl e bandwi dt h.
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The GWFl ags fi el ds.

0
01234567
T S S 1
| S| down | up |
B LT T S S S

Figure 5

The GWFIl ags encodes the approxi mate avail abl e bandwi dth in kbit per
second. The downstream and upstream bandwi dth is cal cul ated based on
the fields, which are interpreted as binary nunbers:

downstream bandwidth = 32 * (S + 2) * 2*down kbit/s

upstream bandwi dth = ((up +1) * (downstream bandwi dth)) / 8
kbit/s

(annotation: 2"x nmeans 2 raised to the power of x)
7.2. Gateway Sel ection

The B.A T.M A N.-nodes can deternine the gateway in several ways

The i ndividual node on the network can either choose to deci de upon
the gateway to be used according to the downl oad speed and connecti on
quality or only according to the connection speed with the gateway
itself or as a suitable solution for nobile nodes only by checking
for the gateway with the best downl oad speed, but this inherits a
frequent change in the gateway used

It is suggested that the B.A T.M A N. -nodes should, in order to
guarantee functionality, be able to determn ne and deci de upon their
internet-gateways in nmultiple ways. It would seemuseful that the

i ndi vi dual user could, for exanple, be able to choose any given

conbi nati on of the downl oad speed and the connection strength to the
internet-gateway i.e. only looking at a conbination of the conditions
noted or decide to disregard one. This might be inportant for nobile
nodes for exanple as it could be their priority to have a good
connection to their gateway rather than having the focus on their

i nternet-connection’s speed. On the other hand would this allow for
static users to accept a worse connection to the gateway itself to
have a faster connection to the internet. And in sone cases it m ght
prove useful to conbine both nmethods although a dynam cally chosen

i nternet-gateway always brings with it the possibility of al
connections being reset due to switching fromone gateway to another
Hence it is strongly suggested that the routing-protocol should
include the possibility for the user to set his gateway statically
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and not having the protocol deciding upon the best route to the
internet but using this as a fallback nethod shoul d the gat eway
configured by the user not be reachabl e.

7.3. Gateway Tunneling/ Encapsul ation

A GMclient node tunnels all data to the internet (all |P packets
with a destination address that does only match the default route)
via a selected GWnode. No encapsulation is used for packets from
the internet to the GMclient nodes. The GWMclient node encapsul at es
the internet data into a | P/ UDP datagram and forwards the

encapsul ated data to the selected GNWnode. The GNnode identifies

t he encapsul at ed packets based on the port nunber of the outer UDP
header. It decapsul ates the original packet and forwards it to its
original destination. This procedure is conpletely stateless.

For encapsul ation, a GW¥client node MIST set the outer |P header
source and destination address to the Originator Address of the GW
Client node and the GWnode. The outer UDP source and destination
MUST be set to the GWNPort nunber given by the OGM of the GW node.
The inner | P header and all follow ng data represents the original IP
packet. Al data of the inner |IP packet MUST be | eft unchanged. |If
the size of the original |IP packet does not fit into the payl oad
section of the outer UDP datagramthe packet nust be dropped. |If
virtual interfaces are used to integrate an inplenentation of the
B.A.T.M A N protocol into a network environment then the maxi num
transfer unit (MIU) of the virtual interface should reflect the

maxi mum payl oad size of the inner UDP datagram

7.4. Gateway hopping (testing/accepting)
test the gateway (is it connected to the internet?) choose a better

gateway if its not avail able.

8. Proposed Values for Constants

VERSI ON = 4
TTLMN = 2
TTL_MAX = 255

SEQNO_MAX = 65535

BROADCAST _DELAY_MAX (M I |iseconds) = 100

ORI G NATOR | NTERVAL (M 11i seconds)

1000
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10.

10.

10.

ORI G NATOR | NTERVAL_JI TTER (M || i seconds) = 200
W NDOW S| ZE = 128

PURCE_TI MEQUT = 10 x W NDOW SI ZE x ORI G NATCOR_| NTERVAL

| ANA Consi derati ons
This meno includes no request to | ANA

Al drafts are required to have an | ANA consi derations section (see
the update of RFC 2434 [I|-D. narten-iana-considerations-rfc2434bis]

for a guide). |If the draft does not require | ANA to do anything, the
section contains an explicit statenment that this is the case (as
above). If there are no requirenents for | ANA the section will be

renoved during conversion into an RFC by the RFC Editor

Security Considerations

Routing protocols have to rely on information fromother nodes in the
network. Therefore they are susceptible to various attacks and
B.A.T.MA N being one of these protocols has to bear with them The
B.A.T.M A N protocol can be enhanced by the use of comopn encryption
and authentication technologies to insure that routing information is
only accepted fromtrusted nodes. To increase the |evel of security,
all information on the wireless layer itself may al so be encrypted.
However, these approaches do not solve the chall enges of a nesh

net work consi sting of non-authenticated, non-trusted peers and are
not in the scope of this docunment. 1In case there is no closed
trusted group of peers, the routing algorithmitself has to be robust
agai nst false protocol informations. B. A T.MA N ’s protocol design
inherently limts the inpact of different attack vectors.

1. Confidentiality

A B.AT.MA N Node knows of the existence of all other nodes in the
networ k which are in the range of multi-hop conmunication |inks, but
due to its design it does not know the whol e topol ogy of the network.
A Nodes’ topology viewis linmted to a one hop horizon. B.AT.MA N
accepts packets fromarbitrary sources and builds its routing table
by anal yzing the statistics of received Oiginator Messages.

2. Overflow of routing entries

A malicious host could send Origi nator Messages that are announci ng
t he exi stence of non-existing nodes to cause an overflow of routing
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10.

11.

11.

entrys or excessive cpu |load and nenory consunption. This attack can
be intercepted by sanity checks. |If the nunber of routing entries
goes through the roof, Oiginators with very |low Oigi nator Message
count nust be renoved.

3. Route manipul ation

An attacker can al so generate OGvs from an existing Originator with
continuing valid Sequence Nunmbers that he actually didn't receive -
in order to manipul ate other hosts routing, and redirect the route to
the destination to itself. Since routing decisions are based on
statistical analysis of the nunber of incomng Oiginator Messages,
rather than on information contained in packets, the attacker has to
generate nmany falsified protocol nessages. Like valid protocol
messages, phony messages created by the attacker are subject to
packet loss. [If an attacker wants to nmake sure that a route via his
controlled host will be chosen, he has to win the ranking towards the
destination continuously. This limts the range of successful

attacks to areas where the attacker can deliver enough fal se nessages
to override valid nessages.

If the Sequence nunbers sent by the attacker differ nore than the
sliding window size, the victine will assunme that the other host has
restarted and will purge the ranking. The attacker can constantly
generate OGVs with Sequence nunbers that induce all receiving nodes
to purge the ranking every tine they receive a phony OGGM But every
time a valid OGMis received by the victinms, his phony routing
information will be purged again. This limts the range and duration
of a successful attack.

The attacker may send phony OGVs for an existing Originator, that are
a few counts ahead of the real Sequence Nunber. This way the packets
fromthe attacker will be preferred in the ranking, and will not

i nduce the victins to purge the ranking. However if the nunber of
phony OGWs delivered to the victimis too lowto win the ranking, the
attack will have no effect. Again, the range of an attack is
limted.
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