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Abstract. A wireless sensor network is a distributed coitettof resource
constrained tiny nodes capable of operating witmimmal user attendance.
Communication circuit is normally the most power smming part of sensor
node. Depending on the application, the node mag loa board various extra
hardware components with even higher power consompthese components
can impose restrictions in terms of providing tlaene communication range
without increasing power consumption. In this paperinvestigate the energy
efficient balance between the communication andiegmrmodes in a gas sensor
node. First, we analyze how to secure the enerdigiesft sensing of
environment using the developed framework. Thenes@blish the efficient
transmission power rate for each sensing powerl.léieally, the effective
distances for the appropriate transmission rateslefined.

Keywords: energy efficient communication, wireless sensodejopower
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1 Introduction

A Wireless Sensor Network (WSN) consists of wirslasodes which measure
physical conditions using sensors (i.e., tempeeatbhumidity, vibration, pressure),
digitize it and keep or distribute the measuredcadater the network. Due to their
flexibility and low cost, WSNs have recently becomédely applied in traffic
regulation, fire alarm in buildings, wild fire mdaring, agriculture, health
monitoring, entertainment, building energy managetmand ecological monitoring
(1], [2].

WSNs provide the opportunity to build autonomoustess without the need to
wire up an entire network, thus progressively reipia wired embedded systems.



According to the application requirements, the lgse sensor nodes can be deployed
over a large area or can be amassed in a smalrsefr the specific data
measurements.

Due to the fact that the wireless sensor node ésggnconstrained device, it must
operate using power efficient hardware and softwahnologies to increase its
lifetime. Energy scavenging technology [3] can ioy& the sensor node lifetime and
decrease the cost of the network maintenance:dblesnare usually powered by AA
cells, but the batteries must be replaced when ustbd. According to OnWorld
Research the battery replacement cost will be $lioBiin 2013 [4]. Energy
scavenging techniques [4], [5], [6], [7], [8], [¢Ire aimed at decreasing or even
canceling the network maintenance cost.

Radio chip is normally the most power-hungry comgaarof sensor node [10]. In
last years, several strategies [11] were developetbcrease the power consumption
of communication circuit e.g., optimal synchroniaat[12], adaptive duty cycling
[13], data aggregation technique [14], sleep sclimglfil5]. However, if a wireless
node has an on-board powerful sensor (see Tab& ggwer management sensing
technique is also required [16], [17], [18].

In this paper we investigate the energy efficiemiabce between the sensing and
communication modes in the gas sensor node witbveegul catalytic gas sensor.
This platform was proposed in our previous work][IBalancing is based on the
identification of energy efficient sensing mode wihe subsequent computation of
energy efficient communication. The resultant traffeenables us to define the
effective distance between the transmitter and theeiver for each of the
corresponding power transmission rates.

The paper is organized as follows. Section 2 willdduce the reader to the aspects
of energy efficient sensing and communication: theerview of the developed
framework for the efficient sensing evaluation andoncept of the wireless gas
sensor platform are presented in subsection 2.4 t#ie transmitter-receiver
separation distance is analyzed in subsectionTh@.results obtained for the energy
efficient balancing are presented in Section 3alyn we discuss prospects of our
work and conclude.

2 Background

A WSN contains a humber of sensor nodes connegteal fadio channel. A typical
sensor node block diagram is presented in Figure 1.

Typical sensor node has four main blocks on boar@entral Processing Unit
(CPU), memory, Input-Output (I/O) ports and radiepending on the application,
the sensor node may have various extra hardwar@auants on board. Table 1 and
Table 2 present popular transceivers and sensspsctvely.

Table 1 shows the sensors with typical sensingtioing available in the market.
Table 2 summarizes some popular transceivers whsgd by sensor nodes. The
communication part of a sensor node is usuallyntiain energy sink [10]. In fact, if
transmission takes less time than acquisition, seem®sors may consume more
energy than the transceiver.
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Fig. 1. Sensor node anatomy.

Tablel. Power consumption for some off-the-shelf sensdits typical functions.

Sensor M anufacturer Purpose Power
consumption, mW

STDS75 STM Temperature 0.5
MMA7330L Freescale Accelerometer (x, y, z) 1.4
HIH-4000-001 Honeywell Humidity 10
B6TS series Omron Touch 16
HAF series Honeywell Air flow 23
2200/2600 series Gems Pressure 50
TGS2610 FIGARO LP gas 280
CP18, VL18, Visolux Proximity 350
GM60, GLV30
NAP-66A Nemoto Flammable gases 360
MC series Hanwei ElectronicsCombustible gases 420, 450, 600
AD81 GE Gasoline & diesel 620

exhaust gas
MQ-4 Hanwei Electronics Methane, natural gas, smoke 750

Table2. Power consumption of popular transceivers foelegs sensor nodes.

Transcelver M anufacturer Tx, mW Rx, mW

TR1000 RF Monolithics 36 mW (at 0 dBm) [16] 9 mWL6]

CC1000 Texas Instruments 42 (at 0 dBm) [16] 29] [16

JN5148-001-M00/03 Jennic 45 (at +2.5 dBm) 52.5

CC2420 Texas Instruments  52.2 (at 0 dBm) 56.4

ETRX3 Telegesis 93 (at +3 dBm) 75 (at 12 MHz
clock speed)

ETRX2 Telegesis 106.5 (at +3 dBm) 106.5

JN5139-xxx-M00/01.03 Jennic 111 (at +2.5 dBm) 111

In this paper we consider a wireless gas sensog mitth a gas sensor on board.
The power consumption parameters of this nodetarers in Table 3.



Table 3. Power consumption of the wireless gas sensor.node

Mode Power consumption, mW

Processing Sensing circuit Communication
Gas measurement 7.59 140 0.03
Data transmission 7.59 0 75 (RX)
Energy saving 0.06 0 0.03

2.1 Energy Efficient Sensing: Framework

The framework developed for evaluating power congtion of the gas sensor node
during sensing is shown in Figure 2.

Wireless Data
PC Communication
MATLAB Virtual | ZigBee //L ——
Environment COM port | EJgé(z < |
- N[
I Stick JI |
N7
Ny

12 bit
pac | 8051

2x16 bit | Core
ADCs

N
Supply circuit |

| Analog circuit

WGS node

Fig. 2. Framework block diagram.

The framework consists of two parts: Wireless Gasssr (WGS) node shown in
Figure 3 and a Matlab Application (MA). WGS nodedalA communicate via
wireless channel implemented by ETRX3 module and® W$8ck [20] with ZigBee
standard [21]. Wireless channel is organized betwke USB stick with transceiver
plugged in PC and transceiver installed on WGS node

WGS node includes the 8-bit Microcontroller Unit @) ADuC836, the wireless
modem ETRX3 and two gas sensors as the essential MCU has the 8051 core,
two 16-bit>-A analog-to-digital converters, the 12-bit digitatgnalog converter and
several power saving modes. The ETRX3 low power @Hz modem supports
ZigBee/802.15.4 standard with 2&b/s data rate. The ADP3335 regulator stabilizes
power supply of the WGS node up to 3/3To accomplish wireless connection,
MCU sends initialization commands to ETRX3 via UARiterface with 115200/s
speed. After successful initialization WGS noderemnts to PC via wireless channel
in Data mode with 25@b/s data rate. In order to interface a USB port andlaba
environment on PC, the virtual COM port is realized
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Fig. 3. The wireless gas sensor node (80R#%5).

The framework operates in the following way. Theplagation in Matlab
environment initiates the measurement procedurgebying directives to WGS node.
ETRX3 transmits these commands to MCU which deteemihe appropriate heating
profile for the sensing circuit. Finally, WGS noskends the sensing results back to the
Matlab application for a thorough analysis and-teaé representation in the form of
graphs.

2.1.1 Test case

As a test case, we have investigated the senspabiiies of the catalytic gas sensor
DTK-2 [22] (see Figure 3). Its average power congtiom in Sensing mode is
60-70mW.

In order to operate in the energy efficient moderduscanning of environment,
the sensors apply constant current signals to wgnthe sensing layer. The main
purpose of this experiment is therefore gaining ¢basor’s response in the period
from power-up to operating mode activation.

For the experiment, we have placed the WGS node BiftK-2 sensors into the
gas chamber made of radio transparent covering Pthavith Matlab application has
enabled us to remotely manage the WGS node. Vaheasing profiles have been
tested in the air and in the presence of 0.25%2&nanethane (CH.

Figure 4 shows the DTK-2 sensor’s response in bserece and presence of CH
of different density and at the 2.8 voltage of menpulse U,). To ensure the higher
resolution of the sensor, a longer period of hgathe sensor is required. Thus, for
example, the threshold of 2% Glkan be detected with 0.35 seconds of heating, but
for the reliable 0.25% CHhreshold detection the module needs a period fagtar
of 1.5 longer. The solution of this dilemma is ad-off between resolution and
energy efficiency.

DTK-2 sensor may detect 0.25% gtireshold at 2.4/ of U, (see Figure 5) only
when the heating circuit will spend 218 for 0.8s. However, this value is 2:8J for
0.5swhenU, is 2.8V.
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Fig. 4. DTK-2 sensor characteristicslag= 2.8V.
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Fig. 5. DTK-2 sensor characteristicslag= 2.4V.
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Fig. 6. Energy consumption of the sensing circuit at défife supply voltagel().

One may conclude from the above that the decrebsapply voltage ;) does
not result in the increase of energy efficiencysehsing circuit (see Figure 6), but
increases its power-up time and a rise in energsiftion.

2.2 Communication

In this section we investigate how the TransmiReceiver (T-R) separation distance
(d) depends on transmission pow&%)(which in our case depends on the power
consumed by the sensd?y[. P+ andPs are connected by (4) through the total energy
(E) stored in an energy buffer.

We assume that a receiver gets the power senabgdeiver minus loss power:
P,(d)[dBW] = P.[dBW] - PL(d)[dB] (1)

wherePg is a power collected by receivé?; is a transmission power aml is the
path loss for an arbitrary T-R separation whiclxpressed as follows:

— — d )
PL(dBW) = PL(d;) +10alog(_ )

0

whered, is the reference distance,is the path loss exponent (we use4.5 for
outdoor applications, see Table 3.2 in [23]) dnd the T-R separation distance.
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wheref. is the transmit frequency (2.4 GHz) anis the speed of light.

3 Energy Balancing between Communication and Sensing

To find an energy-efficient trade off between conmiation and sensing we
examine a periodic application where a gas sensde rscan the environment and
sends the data to the gate each 20 minutes.

The gas sensor node’s overall energy consumptidetermined by energy used
during sensinggs, transmitting £, and processing the dat,

E=Es+E +E; (4)
where
ET = IT w |:ﬂpacket (5)
and
EP = lP W |:ﬂproc (6)

Table 4 lists the parameters for a monitoring agion. Parametems,, toacet: toroc:
are derived from the experiments. Under packetgssiog time we mean the time
required for MCU to process the data and send tioetime transmitter.

Table4. Parameters for a monitoring application.

Notation  Parameter Value

Es Energy consumption during sensing (mJ) 2.0 (2.8\§ (2.4 V)

Chatt Capacity of battery (mAh) 2200

\% Node operating voltage (V) 3

R Data rate (kB/s) 250

L packet Packet (data & overhead) length (byte) 47

thacket Packet transmission time (us) 1504

toroc Packet processing time (ms) 5

I+ Transmission current (mA) 28.5 (0 dBm), 31 (3 dB43,(8 dBm)

Ip Processing current (mA) 2.3




The lifetime of the gas sensor nodedepends on the battery capacily,,, and
the overall energy consumed. With (7) we boundrtbde lifetime by the available
battery capacitys = 2.5mJ and data transmission rate witllBm.

7
t =%[§B600 ¥

Figure 7 shows the relationship between the trasson power and the sensing
power. The power inefficient sensing mode at tH23mW level (in terms of energy)
may ensure the packets transmission at &b However, in the case of switching
the MCU over to power efficient sensing mode (imte of energy), it allows the
packets transmission at 168V.
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Fig. 7. Power transmission and power sensing dependence.
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Using (1)-(3) and the data from ETRX3 Zigbhee modspecification [20] we may
define how the T-R separation distance dependshentransmission power (see
Figure 8). If the gas sensor node operates intleegy inefficient sensing mode, the
radio circuit transmits the packet over approxinyat&’ m. In the energy efficient
sensing mode this distance increases up .60

4 Conclusion and FutureWork

The present work has been aimed at investigatiegettergy efficient trade-off
between the sensing and communication modes thrapiglying WSN paradigm. We
have built a wireless gas sensor node used as erimental test-bed, and have
created a Matlab application. With this framework thave managed to define the
energy-efficient mode for environment sensing witb powerful DTK-2 gas sensor.
Based on the lifetime model for the sensor node haxe established the balanced
power consumption required for the communicatiooust.

Besides, using a path loss model, we have foundndsemum effective distance
between the transmitter and the receiver whichesponds to the transmission power
rate.

Our prospective work aims at conducting real expernts for the effective
communication range evaluation and the system gemat. To begin with, we
intend to deploy the system using facilities of tBepartment of High Tech
Electronics at Moscow Aviation Technological Unisiy. Since the platform
supports the energy scavenging technology (se@rewious work [19]), we are also
planning to implement the system deployment in cealditions.
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