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Abstract Deployment is a main development phase whichimplemented system, so as to fit to an instalment environ-
configures a software to be ready for use in a certain enviment which includes specific computing resources, operat-
ronment. The ultimate goal of deployment is to enable useréng systems, etc. Though essential, we argue that having a
to achieve their requirements while using the deployed softsystem correctly assembled and fitting its technical enviro
ware. However, requirements are not uniform and differ be-ment is only a part of the deployment process. Deployment
tween deployment environments. In one environment, gertai has to ensure fitness between requirements and the system
requirements could be useless or redundant, thereby malenvironment. Lack of such fitness could lead to an undesir-
ing some software functionalities superfluous. In another e able, and possibly harmful, mismatch between software and
vironment, instead, some requirements could be impossiblés development purpose. Let us take as an example a require-
to achieve and, thus, additional functionalities would &e r ment like “get user input”. This requirement is achievahée v
quired. We advocate that ensuring fitness between requirgwo alternative requirements: “by voice recognition” afy “
ments and the system environment is a basic and critical steglick-based dialogue”. If the deployment environment is of
to achieve a comprehensive deployment process. We proposen noisy then the alternative “by voice recognition” is in-
a tool-supported modelling and analysis approach to tailor applicable regardless a correct deployment of software-fun
requirements model to each environment in which the systionalities, settings and equipments.
tem is to be deployed. We study the case of contextual goal The software environment includes whatever provides a
model, which is a requirements model that captures the resyrrounding within which the software operates. The state
lationship between the variability of requirements (ga@iv  of such environment is denoted by the notiorcofitext[1].
ability space) and the varying states of a deployment enviContext is variable and requirements are highly affected by
ronment (context variability space). Our analysis reli@s o context variability. The system has to monitor context atru
sampling a deployment environment to discover its contextime and decide upon which requirements to activate, which
variability space and use it to identify loci in the conteadtu  software alternatives are applicable and can satisfy ttie ac
goal model where a modification has to take place. Finallyyated requirements, and the quality of each of these alterna
we apply our approach in practice and report on the obtaineglves. Specifying and implementing the relationship bemwe
results. context and requirements is essential to obtain softwase sy
tems which meet user requirements in a dynamic environ-
ment. However, the space of context variability differsifiro
one deployment environment to another. Each environment
Keywords Requirements Engineering, Contextual Requireexhibits a specific contextual variability space and, thie,
ments, Deployment, Context-sensitive Systems Modeling  requirements have to be customized so as to maximize the
fithess with the environment at hand.

Goal modelsi¢ [2], Tropos [3,4], KAOS [5], and GRL

1 Introduction [6]) are an intentional ontology used at the early requinetmie

analysis phase to explain théyof a software system. Goal
Deployment is a main development phase that, among othanodels have been used to represent the rationale of both hu-
things, customizes a software to fit its operational environ mans and software systems [7] and they provide useful con-
ment. The goal of deployment is that software becomes readgtructs to analyse high level requirements (goals) and dis-
for use in its environment and users find it a valid and ef-cover ways to satisfy them. Such features are essential for
ficient way to satisfy their requirements. Traditionallgfts  the analysis and design of a software system that reflects the
ware deployment concerns the technical configuration of arstakeholders’ rationale and their adaptation to a dynaysic s
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tem environment [8,9]. Moreover, goal models help to iden-surrounding environment (its context). We develop reason-
tify alternative software functionalities to satisfy gealhis  ing mechanisms to analyse a contextual goal model given a
feature is essential to adapt to context variability of alogp  certain deployment environment and customize it by (i) re-
ment environment so that a change in context would cause moving redundancy and uselessness, and (ii) adding default
switch to a suitable alternative to fulfil requirements. How backup alternatives when the model lacks of alternativass th
ever, the context variability profile of a deployment enmiro accommodate certain context variations. We develop a CASE
ment makes some of these alternatives redundant and uselessol to automate our reasoning and propose a methodologi-
Moreover, the space of alternatives may be unable to accontal process to support a systematic customization of requir
modate certain contexts occurring in the environment. Thenents. We evaluate our approach in practice and discuss the
discovery of these cases is important to determine whetheresults.
extra functionalities have to be developed and deployed. The paper is structured as follows. In Section 2 we review
In this paper, we advocate that software customizatiorcontextual goal models and present our research quesitions.
should be first studied at the requirements level. The reidgson Section 3 we introduce our approach for requirements-drive
that requirements are not uniform and differ accordingfo di deployment and explain our CASE tool. In Section 4 we pro-
ferent factors. Hui et al. [10] describe how requirements ca pose a process model for requirements-based deployment. In
be customized to fit the actual skills of users. Liaskos et al.Section 5 we apply our approach in practice and discuss the
[11,12] discuss customizing the requirements to userg* pre results. In Section 6 we discuss related work, and in Setion
erences expressed over non-functional and optional rquir we conclude the paper and present our future work directions
ments. Baresi et al. [13] propose adaptation requirements,
called adaptation goals, to customize a system at runtire an
maintain a correct execution course. Pourshahid et al. [142 Background and Research Question
study the alignment between requirements, expressed &s goa
and the business process of an organization based on morach system is situated in a possibly dynamic environment.
toring a set of Key Performance Indicators (KPIs) and thenin our previous work [15,16], we have observed that the dy-
decide whether an adaptation action should take place. Thgamism of a system environment affects whether a require-
context variability of a system environment s also a very im ment needs to be achieved, restricts the space of adoptable a
portant factor which highly affects the customization of re ternatives to achieve it, and affects the quality of eache$e
quirements and we focus on it in this paper. alternatives. We have advocated the need to weave together
In our previous work, we have proposed contextual goalcontext and requirements. We have proposed to specify con-
models to capture the relation between requirements \ikriab text (we called it “location” in that work) as a precondition
ity and the variability of context [15-17]. Context is spec- at certain variation points of a goal model. We have also pro-
ified at a set of variation points on the goal model and itsposed basic automated analysis to (i) derive the set of adopt
truth value defines which requirements are applicable and a@able system’s alternatives for a certain context and (ii¢ide
tive. We refine high-level descriptions of context into con- mine the context that supports a given alternative. In [QF,, 2
crete and monitorable criteria to judge if the analyzederint we have proposed the context analysis model, which includes
holds. Moreover, we have developed reasoning mechanisnonstructs (statement, fact, support, decompositionjdo h
for (i) runtime derivation of software configurations toisat archically refine context into a formula of monitorable fact
goals that are applicable in a monitored context and able t&Ve also proposed a way to derive the contextual workflow of
accommodate user priorities, and (ii) design time iderific the tasks of a contextual goal model.
tion of the least expensive alternative which guaranteatsgo In [18], we have proposed an automated analysis to rea-
satisfaction in the considered space of contexts [18] di)d (i son about contextual goal models and derive, at runtime, al-
detecting modelling errors which cause inconsistent regui ternatives which best fit both a monitored context and the
ments models [19]. Contextual goal models capture the relapreferences of a user expressed as ranking over softgoals.
tionship between the variability spaces of both requireisien In the same work, we also developed a design-time reason-
and context. Each deployment environment exhibits a differ ing for deriving systems’ alternatives with minimal develo
ent context variability space and this makes some parts ofent costs. In [19], we have developed automated analysis to
the contextual goal model useless, redundant, or insuiticie check the consistency of context in a contextual goal model.
In this work, we address the customization of requirements\We have also developed an analysis to check the conflicts
expressed via contextual goal models, to the contextuil vararising from the parallel execution of the software actions
ability which characterizes a deployment environment. (goal model tasks). A first version of a CASE tool was im-
In this paper, we propose an engineering approach foplemented to perform the above four types of reasoning.
customizing requirements models to fit their deploymenten-  Research question and contribution In this work, we
vironments as an essential step for a comprehensive and coraddress a different and important research challenge oonce
plete systems deployment process. We consider the case ofg the analysis of contextual requirements to fit a certain
contextual goal models, which is a requirements model thatleployment environment. We analyse the fitness between a
explicitly captures the relation between variability othhoe- ~ contextual goal model, which captures the relation between
quirements, expressed as goals, and the state of the systeeguirements and a space of context variations, and the spac
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of contexts occurring in and characterizing a certain dgplo A dependency indicates that an actdeendeyrelies on
ment environment. That is, we customize a contextual goahnother (lependekgto attain a goal or to execute a task: the
model to the characteristics of a specific deployment enviactor “Customer 1S” depends on the actor “Sales Staff I1S”
ronment. We provide a systematic way to explore that envifor achieving goal “deliver [p] sample to [c] by sales staff
ronment and an automated analysis to customize the requir¢ss]”. Softgoals are qualitative objectives for whosesat-
ments model. The customization here means removing part$on there is no clear-cut criteria (“less disturbanceather
of the model which are unusable or redundant in a specifi@a vague objective), and they can be contributed either posi-
environment and, also, indicating loci in the model where antively or negatively by goals and tasks: “interact via visua
augmentation is needed to cover cases where the system déalogue and click-based interaction” contributes posii
unable to meet its requirements in that environment. We alsdo “less disturbance”, while “interact via voice dialogusda
extend our CASE tool (RE-Context) to support the proposedsoice recognition” in some cases contributes negativeliy to
deployment analysis (unusability, redundancy, and augmen The goal model of Fig. 1 incorporates multiple alterna-
tation) and evaluate our approach on a system for bookingives the system can adopt to fulfil its main goal “promote
meeting rooms in an academic environment. Table 1 highproduct [p] to customer [c] in mall [m]”. A goal model alter-
lights the relations between our previous work and this pape native is a root-to-leaf path in a goal model constructeddiy s
lecting one subnode in OR-Decompositions and Means-Ends,
all subnodes in AND-Decompositions, and one dependency
2.1 Weaving together context and goals when multiple dependencies exist for the same node. The
model explicitly represents the relation between the spéce
In this section, we describe contextual goal models [15~17]alternatives incorporated in it and context. Contextseliall
our framework to model contextual requirements. As a runbYy C1 ... Ci5 in Fig. 1 and explained in Table 2, can be spec-
ning example, we consider a mobile information system scelfied at the following variation points:
nario for promoting products to customers in a shopping.mall
The main goal of this syst_em_ IS to promotg a set of products task) in an OR-Decomposition may require a specific con-
to the customers that are ms@e the ;hopplng mall. Both Cus- oot
tic;)r::E;r:c??nﬂjﬂgjosrtacfe?/:(e:epsro}/f:gxttgrs[c):r? gzt?;f;/nirp;rwgﬁz' Means—_e_nd Goals can be ultimately satisfied by means
goal “promoting a product t;) a customer” through different of specific executable _process@{(s). The adoptability
execution courses. The adopted execution course depends of each task may require a §peC|f|c context. .
the context that ma.1y include the state of customers preductoon' Actors dependency A. certain context may be required
sales staff and other elements in a shopping mall ' for an actor to estqbllsh a dependency on another actor
) ' for a goal to be achieved or a task to be executed.
InFig. 1, we S.hOW an example ofaTro_pos_ CO”teX‘_“a'goa'4. Root goal A root goal may be activated only in certain
model representing a pa_rt of the promotlon information sys- contexts.
Fem. Tropos goal analysis [3, 4] Views the system asa set O%. AND-Decomposition The satisfaction (execution) of a
interdependent actors, each havmg its own s'trateg'loaﬂlxar subgoal (subtask) in an AND-Decomposition could be
(goaly. Goals repre.sent.requ[rements at the mtentlopal Ieyel required only in certain contexts. In other words, some
and are a”a'y_s_ed iteratively in a top-dowr_1 way to |de_nt|fy subgoals (subtasks) are not always mandatory to fulfil the
the more specific subgoals needed for satisfying the higher- top-level goal (task).
level goals. Goals can be ultimately satisfied by means of X6 Contribution to softgoal. Softgoals are qualitative ob-
ecutable processesg(sks. , . . jectives, i.e., there is no clear-cut criteria for theirisat
The actor standing for a customer’'s mobile information ¢ 5 softgoals can be contributed either positively or
system ("CustomerlS”) has the top-level goal "promote prod o aiively by goals and tasks. The contributions to Soft-
uct [p] to cus_tomer [c] in mall [m]”. Goals are !terat|vely goals can also vary from one context to another.
decomposed into subgoals by AND-Decomposition (all sub-
goals should be achieved to fulfil the top goal) and by OR-  ObservationSome contexts could precondition a goal or
Decomposition (at least one subgoal should be achieved ta task no matter where it appears in the goal model hierarchy.
fulfil the top goal). The goal “sales staff [ss] delivers aghro  That is, certain contexts could inherently preconditiandp-
uct [p] sample to customer [c]” is AND-Decomposed into erability of a goal or a task. For example, let us take the task
“[ss] is notified” and “[ss] meets [c]”. The goal “promote by T = “print the map of the shopping mall” which belongs to
giving free sample of product [p] to customer [c]” is OR- the reception office system actor, say. For the operabifity o
Decomposed into “[c] gets [p] sample of machine [mc]” and 7', a context likeC'= “the receptionist’s PC is connected to a
“deliver [p] sample to [c] by sales staff [ss]”. Goals are-ult printer” should hold no matter where this task appears. ket u
mately satisfied by means of executable tasks. For exampleall this aninherent contextHowever, some other contextual
the goal “[c] knows about [p] and confirm the sample offer” conditions apply on this same task only when it is part of a
can be satisfied by one of the tasks “interact via voice diacertain refinement and we call thigefinement contextf T
logue and voice recognition” and “interact via visual d@le  is a means to satisfy a go@l = “familiarize emergency team
and click-based interaction”. with the mall”, we should add t¢’ the contextC,= “there

1. OR-Decomposition The adoptability of a subgoal (sub-
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Work

Contribution

Weaving context with
requirements [15, 16]

- Atheoretical ground for weaving together the varial@htiof both context and requirements
- Defining a set of variation points on goal models where odrigenditions can be specified
- A basic formalization of the model and a set of basic analyaplemented in Datalog

Context analysis [17
20]

- A systematic way to refine context and elicit its specifimati
- A modelling language for context refinement
- A systematic way to derive contextual workflows from comte goal models

Automated analysis of
contextual goal mod-
els [18,19]

- Derivation of the goal alternatives which fit a context mored at runtime and a set of user preferen
expressed over softgoals

- Derivation of a set of alternatives with minimal costs abtedo meet all goals

- Checking the consistency of context specification

- Checking the consistency of tasks and avoid conflictingpast

- Afirst version of a CASE tool (RE-Context) which implemettie above four reasoning mechanisms

Ces

This work

- Advocating the need to explore a deployment environmedtcaistomize the requirements model

- Providing a systematic approach, based on contextualrgodels, to explore a deployment environment

- Proposing analysis mechanisms to customize a contextalngodel to fit the characteristics of an e
plored environment by removing uselessness and redundamtcguggesting augmentations
- Extending our CASE tool (RE-Context) proposed in [18] tglement the proposed analysis

Table 1 Summary of our previous work and contribution of this paper

. promote product [p] to
customer [c] in mall [m]
by cross selling
[pl to [c]
persuade & inform 3
[c] about [p] or
discount [p] to [c]
and _
and

’/sales staff [ss] delivers a:“‘\
product [p] sample to
customer [c]

promote by giving free
sample of product [p] to
customer [c]

by offering
dlscount on [p] to

show [p] demo to
persuade [c]

show [p]
place to [c]

deliver [p] sample to

[c] gets [p] sample of | | [¢] by sales staff [ss]

machine [mc]

and
] allowed to get [p [c] arrives to [mc]
sample from[mc]

make & give [p]

ke & sho discount code to [c
[p] dlscount to

[c] knows about [p] & Legend
confirms the sample offer
generate & give @ <:> —t
authentication Godl Task e
A ode on [p] to [c 0al asl Decomposition link
Interactive
ia voice di interact via visual wizard to
|nte8r(a‘%i\é|;\ Q’éﬂg;ﬂﬁéﬂgue dialogue & click- show pathto \ { gijide [c] to — —
“ based interaction [mcJon [m] map, [mc] Means-ends  Dependency link
Softgoal link
15 \ O/—\ctor
Pl
e ) Conm(uhon ‘ Actor Context
“--=""boundary

Fig. 1 A goal model annotated with contexts at its variation points

is an emergency situation and the emergency team is not fanent. On the other hand, associating context with a task or a
goal itself regardless where it appears in the model leads to
mistakes as the previous example shows. It was our design
“the customer is visiting the mall for the first time and choice to tolerate this redundancy to improve simplicitg an
readability of the model. Alternatively, the analyst caesp
ify inherent and refinement contexts separately. The aizalys
By attaching the context condition to the refinement andwe propose in the rest of this paper apply to both ways as
not to the task/gaol itself, we capture both cases: the drawit processes the accumulated context of a whole goal model

miliar with the mall”. If 7" is a means to achieve a gdai=
“promote the mall” then we should add & a context like

Cb:

he did not visit another branches with a similar structuté”.

back s that the annotation of the inherent contexts is teplea  ajternative rather than the individual contexts specifiedt.o
each time the corresponding tasks or goals appear in a refine-
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Ci Description Variation point type
C1 | the customer is in the product area for more than 5 minutesnbiggot a previous promotion on it, andRoot goal
promotion is potentially realizable
C> | the product can be used with another product the custoneadithas OR-Decomposition
Cs the product is discountable and interesting to the customer OR-Decomposition
Cy the product is free sampled and the customer does not hapedtiect and does not know about it | OR-Decomposition
Cs | the customer has experience with free samples machinesaarréach one of the machines and starf t&O R-Decomposition
use it in a short time
Cs a sales staff has the ability and time to explain sufficieabiput the product to the customer Actors dependency
Cr the customer place is not noisy, and the system is trainedgénon the customer voice Means-end

Cs the customer has a good level of expertise with regards t@usichnology and a good control on hisMeans-end

fingers, and the used device has a touch screen
Co there is a sample machine close to and in the same floor asstenwer and he is familiar with digital Means-end
maps technology
Cio | the path between customer and the machine is complex andighenter knows how to interact and Means-end
follow the guidance wizard

C11 | the sales staff PDA vibration is activated and he is holdiisg?DA and not using it for a call Means-end

C12 | the sales staff is putting his headphone on and he is not b&rigDA for a call Means-end

C13 | the customer is not moving quickly Means-end

C14 | the customer stays around the sales staff and can be seln easi AND-Decomposition
C15 | there are other people around the customer and the placeets qu Contribution

Table 2 Description and variation point type for each context in.Big

The context preconditions propagate in a top-down style Code 1The EBNF of context world predicates formula
The context which preconditions a root g@awill also pre-  Formula :- WorldPredicatg (Formula)| Formula AND Formulg
condition all the nodes belonging to its subhierarchy wfen Formula OR Formula
is to be achieved. However, certain nodes in the subhierar=
chy might also belong to the hierarchies of other goals. Thus
the context preconditioning a node depends on the top nodesefinition 2 (Statement) A world predicate S is a statement
which were activated and selected. For example, consider for an actor A iff S is not observable by A.
taskT'= “turn on the siren”, which could be a means to fulfil
two goalsG, = “protect mall from robbery” andy,= “protect An actor can observe a fact if it has the ability to capture
mall from fire”. Each of these two goals is activated in differ the necessary data and compute the truth value of a fact. A
ent contextsC; = “a customer with unchecked item is leav- Statement cannot be observed by an actor for different rea-

ing”, and C»,= “smoke sensors indicate a fire”, respectively. SOns, such as (i) lack of information to verify it: (ii) its ab
When taskl is a means to satisf@s, it is also precondi- Stract nature makes it hard to find an evaluation criterien&o
tioned byC; = “there is some staff or someone who can heardecisions that an actor takes may depend on contexts specifi-
the siren and call the emergency”. Thas, andC; are not  able by means of only facts, while some other decisions may
always preconditions fof' but only when it is meant to sat- depend on contexts that include also statements. However,

isfy goalG». WhenT is part of the goal model alternative to & statement can be refined into a formula of facts and other
fulfil G4, contextC; will be propagated to it, whil€, and ~ Statements. We call the relation between such a formula of

Cs will not be considered. word predicates and a refined statem®upporf and we de-
fine it as following:

2.2 Context analysis Definition 3 (Suppqrt) A s.tatemenj[ Sis supporteq by a for-
mula of world predicate iff ¢ provides enough evidence to

Similarly to goals, contexts need to be analysed. On the onge truth of S.
hand, goal analysis provides a systematic way to discover al

. . Thesupportrelation is an approximation that analysts in-
ternative sets of tasks an actor can execute to satisfy a goayroduce to infer the validity of a statement from monitogabl
On the other hand, context analysis should provide asystemﬂ%tS In turn, this enables to verify high-level contexs-(
atic way to discover alternative sets of facts an actor needs "~~~ " " .
to verify to judge if a context applies. We specify context as.pressed in business terms) from monitorable facts (expdess

a formula of world predicates. The EBNF of this formula is Itg gh% ?ﬁi“;ecr)?fsa)étlsn tigtltselzatl\éert\éviy,lr? sﬁti?nﬁ;iflgz|
shown in Code 1. We classify world predicates, based on their PP ' g

observability by an actor, into two typdactsandstatements modgl, we a'!OV.V only for moch.)rab_Ie contexts. A contextis
monitorable if it can be specified in terms of facts and/or

Definition 1 (Fact) A world predicate F is a fact for an actor statements that are supported by facts. A monitorable con-
A iff F is observable by A. text, specified by a world predicate formuta applies if all
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the facts inp and all the formulae of facts that support the sample requires a context like “the product is new to the tar-
statements inp are true. In Fig. 2, we analyse conteX{. get customer* to hold.
In this figure statementare represented as shadowed rectan-  Sampling a deployment environment means monitoring
gles andactsas parallelograms. The relatisnpportis rep-  what context variations, which influence the systems requir
resented as curved filled-in arrow. Thad, or, implication  ments, occur in that environment. The sampling process mon-
logical operators are represented as black trianglesgwiit  itors the contexts that activate requirements. If one o$ghe
angles, filled-in arrows, respectively. contexts holds, then the process also monitors the contexts
Our context analysis technique helps the analyst to refingequired to adopt each of the alternatives that the model sup
the high level descriptions of contexts in an iterative aygl s ports for fulfilling the activated requirement. The valuds o
tematic way to ultimately reach observable facts. In order t the monitored contexts will be stored asample Sampling
decide the observability of a world predicate, i.e., to deci the system environment is an iterative activity which shdoul
whether it is a statement or a fact, the analyst looks first forbe performed during a period of time at the deployment phase.
a set of data the system can collect and judge upon the truth  Contextual goal models can provide guidance and ratio-
value of that world predicate. If such a set exists, then thenale for the environment sampling process as they exglicitl
world predicate is a fact. When reaching a fact, the analystapture the influence of context variations on requirements
has also to depict explicitly those data required to vetify i at the goal level. Our models represent the influence of con-
For example, and taking the context analysis shown in Fig. 2text on goal activation, as well as on possible alternatives
the truth values of the leaf facts can be determined based ofheir qualities. Accordingly, we have specialized contekd

the data conceptually modelled in Fig. 3. Each fact, howeverthree types, each associated with a different set of variati
concerns a fragment of the model and the figure shows thggints in a contextual goal model:

aggregation of those fragments in one model.

1. Activation context makes it necessary to achieve (exe-
cute) a set of goals (tasks). In our contextual goal model,
activation contexts reside at the variation pointsR@ot
goals activationand (ii) AND-decompositionAn acti-
vation context decides if a goal should be satisfied or a
task should be executed. The activation context of a goal

3 Requirements-Driven Deployment Framework

In this section, we discuss the customization of requirdsen
expressed via contextual goal models, to fit a system deploy-
ment environment. Such environment could exhibit certain  model alternative is the logical conjunction of the con-
characteristics that originate shortcomings, redundsramd texts at the variation points of these two types (see Fig. 4).
uselessness in parts of the requirements model. Modiffimgt 2. Required contextis necessary to adopt a certain way for
requirements model to fit its environment is an essentig@l ste  achieving (executing) a set of active goals (tasks). Re-

for a holistic software deployment. While requirements-cus
tomization could also consider decisions about different a
pects, such as users preferences, costs, qualities, aadi-org

zational rules, we are here interested in modifying the rhode

to suit the contextual variability profile of a deployment en

guired contexts are those associated to the contextual vari
ation points (i)OR-decompositign(ii) Means-engdand

(iii) Actors dependencylhese contexts are required to
make a specific alternative of the goal model applicable.
The required context of a goal model alternative is the

vironment. For this reason, we propose to first sample the en- |ogical conjunction of contexts at the variation points of
vironment where the system is to be deployed (Section 3.1). these three types (see Fig. 4).

Then, the collected samples are analyzed for two purpd¥es: ( 3. Quality context influences the quality of an alternative
to locate loci in the contextual goal model where augmenta-  of the goal model. Only the contexts at the variation point
tion with extra alternatives is required (Section 3.2) andd Contribution to softgoalsre quality contexts. Contribu-
minimize development costs by removing alternatives which  tions (links) to softgoals are, indeed, used in Tropos to
are inapplicable or redundant (Section 3.3). capture the impact of a goal/task to a quality measure
(i.e., softgoal). In this paper, we do not address softgoals
and quality contexts. We only focus on the operability of
the system and we leave the quality dimension for future
work.

The context variations in a system environment can influence

users requirements. Certain variations may activateiogga Sampling the environment means monitoring the activa-
quirements, or be required to adopt a specific alternative sdion contexts of a contextual goal model alternatives wmé

of functionalities to satisfy the active requirements. Egf  context is true. Such event activates one or more alteestiv
ample, if a customer seems interested in a product (contexip the goal model. whose required contexts are then moni-
then a product promotion has to be established (requirgmenttored. At this point, we can face two situations:

Establishing the promotion can be done via different aitern
tives, such as giving a free sample, cross-selling, or disto
ing. The adoptability of each of these alternatives reguire
certain context to hold. For example, promoting by giving a

3.1 Sampling a deployment environment

— If there exists at least an alternative with a holding re-
quired context, then the samplepssitiveand the system
has a way to satisfy the activated set of goals/tasks.
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C1

!
A

f1= customer [c] is f2=[c] has not got st1= promoting [p] to [c] is
in product [p] area yet a promotion potentially realizable
> 5 minutes on [p]in his
current visit ' =é
st2=a[cr1l:irnot in std= [c] does
Y st3= there is still time to not have [p]
accomplish promotion
[
st5= [c] does not T6= still early f7=c] did not
have to work st6= [c] behaves = = i (ol
vetow in a[clalm a for the mall buy [p] from 8= [pl s not
i way ; . in cart of [c]
closing time [m] recently
hga;;llatylsin fa=[c]is 5= [c] walks Legend D A A T g
[m] region retired slowly Statement  Fact And  Or Imply Support

a =((f3 4\ 5) A6 A7 AT8), a supports st1, C1appliesiffl Af2na
Fig. 2 Context analysis fo€';

Customer 1 Position Mall
1 ]
+retired +X in +closing_time
ty
+floor
is_using|
Bought
ug Is_At exist_in
+at_Time
0.1 0..% +at_Time .
Cart contain  progyct Day_Of Year 0..*| Region
0..% is_holiday
4\ sell
1”*

Fig. 3 The data needed to verify the facts of cont€xtshown in Fig. 2

— If there exists no such alternative, then there is no adopt3.2 Augmenting contextual goal models
able way to satisfy the activated goals/tasks and, thus, the

sample isnegative A contextual goal model can be deployed in multiple environ-
ments. The space of alternatives that the goal model sugport
each preconditioned by a specific context variation, coeld b
insufficient for meeting users’ goals in one environment for
several reasons. The reason we address in this paper is-the un
satisfiability of contexts that are required to adopt attitda
The sampling process stores the values of monitored congoal model alternatives. In other words, certain contekts o
texts as environmentsamples. The sampling process will mothe deployment environment activate a set of goals and there
itor the environment at deployment time and collect a set ofis no alternative with a valid required context. Thus, sogte r
environment samples to decide upon whether there is a neeglirements are activated but unsatisfiable. We propose a so-
to augment the goal model with additional alternatives {Seclution to this problem based on augmenting the goal model
tion. 3.2) and also if we need to clean it from redundant andalternatives space to enhance the operability of the system
useless ones (Section. 3.3). when contextualized alternatives are missing.
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promote product [p] to
customer [c] in mall [m]
ca

“/sales staff [ss] delivers é N
product [p] sample to
customer [c]

promote by giving free
sample of product [p] to
customer [c]

deliver [p] sample to
[c] by sales staff [ss]
ow [c] plac show [c]

__________ A
V1: Goal Model Alternative < to [ss] > icture to [ss>

V1.Activation_Context=C1 A C14
V1.Required_Context= C4 A C6 A C11AC13
V1.Context=C1 1 C14 AC4 A C6 A C11 A C13

Fig. 4 An example of a goal model alternative and its accumulatirgexts

We augment the goal model with default domain-independehitions with the processed sample (Line 7). The algorithm
solutions that can be adopted when no adoptable contextuatieans the contextual goal model by deleting the annotated
ized alternatives exist. Default solutions are backupamsti ~ augmentations (Line 8), before processing the next sample.
and are typically not as good as contextualized ones. Theey ar
meant to allow operability of the system when it does not find,,pu. G- a contextual goal model

an alternative that is expressly tailored to a current cdnte Samples: Array [1..n] of environment samples
Output: Solutions: Array [1..n] of set of possible solutions

Example 1Consider the contextual goal model of Fig. 1. Whe
.V := Generate_Alternatives_Set(CGM)
(1= “the customer is in the product area for more than 5 min-2: for i = 1 to n do

utes, he has not already got a promotion on it, and the pro3: if v € V, Holds(v. Activation-C, Samples[i]) A
. . . . " Holds(v.Required-C, Samplesli]) then
motion is potentially realizable” is true, the root goal 6pr  4: Solutionsi] := 0

mote product to customer in mall” is activated. If none of the 2 e'S‘;WW Sample(CGM. Root.Goal, Samples(i], CGM)
contextsCy= “the product can be used with another product 7: Solutions|i] D Conatruct. (5;062?;’30733;22(%@]”)

the customer already has”s;= “the product is discountable & o dﬁflete—A"”Omt@d—Augmema”O"S<CGM )

and interesting to the customer”, ag= “the productis free  10: end for

sampled and the customer does not have the productand dogg, 5 ajgorithm Discover Global Solutions

not know about it” holds, then none of the alternatives te ful

fil the activated root goal will be adoptable. Thus, we have

an activated requirement and no alternative to fulfil it. Whe ~ The algorithmProcess Samplie shown in Fig. 6. The al-
such a situation occurs, a default solution could be executegorithm is invoked for negative samples and its purpose is to

by sending an SMS to the customer introducing the basic fealdentify loci where augmentations with default non-coraex
tures of the product. alternatives are needed and to annotate the goal model ac-

cordingly. The algorithm starts processing the root goaeno

and traverses the model recursively. For each subnode of the

hode being processed (Line 1), the algorithm checks if an-
her recursion is needed (Lines 2-4), i.e, if augmentation

The algorithmDiscover Global Solutionshown in Fig. 5
takes as an input a contextual goal model and a set of env
ronment samples obtained as described in Section 3.1. As

output,.it retwrns the set of possiple solutions (a“‘?“‘*’a’“g' in the hierarchy rooted by that subnode could be needed.
menta’uons sets) for each negative sample. To th'.s endl-the 8his happens when the context preconditioning this subnode
gorithm generates the set of goal model alternatives tegeth is true in the processed negative sample (Line 2). If such a

W'.th their contexts_ (Line 1). qu each envwonme_nt Samplecontext is false then any augmentations in that subnode hi-
(Line .2)’ the aIgc_mthm checks if the s_ystem can find a Wayerarchy will not be even satisfiable and are therefore use-
ﬁﬁhsgtgz;hneoﬁgggtfg flsr?c; ngcs)illlSJ tflc;Lnng,t)helzfszomth Izlgg less. While traversing the model, the algorithm annotates a
y P PO possible augmentation for each refinement of the typRs
itive (Lines 3- '4). Otherwise (Line 5), the glgquthm invake Decomposition, Means-end, Dependefigges 5-6). The rea-
another algorithnProcess Sampleeported in Fig. 6 and de- son is that these types of refinements introduce alterrgtive

scnbte? later) tl?jsbpeufy(ljoc& n:_thegoz;;l\_lhmodtehl whlere ?r? alth and, therefore, a non-contextual alternative may be adbzd t
mentation could be needed (Line 6). Then, the algorithm rawhen contextualized alternatives are not adoptable.
verses the resulting annotated goal model to organize the pa

tial augmentations suggested by the invoked algoriftrox Example 2in Fig. 7, we show the results of processing the
cess Samplas sets of global solutions and associates theseontextual goal model of Fig. 1 with respect to a negative
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Input:  N: a contextual goal model node (goal/task) .
s: an environment sample 3.3 Reducing contextual goal models
C'G M contextual goal model

Output: CGM annotated by possible augmentations . . . . .
P P g The system environment may exhibit properties havingcstati

i forall {N; : IsSubnode(N;, N)} do nature which help to customize the requirements model at the
2: if Holds(N;.Context, s) then . .
3 Process_Sample(N, s, CGM) deployment stage. In one environment, some requirements
4. endif are never activated or applicable and other requirements ha
5: if N.Refinement.Type € {OR,Means—end, Dependency} . .

then always more than one alternative to satisfy. Contextual goa
9_ dAfnnotate-Augmentatwn(CGM, N.Refinement) models may have unusable or redundant parts when the sys-

. endal . apr .

8: end for tem operates in a specific environment. Thus, the deployment

has to check a contextual goal model against its environment
to detect whether it contains such parts and derive a reduced
version of it that is expressly tailored to its deployment en

. L vironment. Reducing contextual goal models helps to reduce
environment Sa”_‘p'e- The activation context th_at holds _he“?he functionalities the deployed software has to suppamn-C

is C1 A Ci4. In this sample, there is no alternative to satls‘cy,sequently, it reduces the time of the deployment process and

the activated set of goals and tasks. In other words, there ISvoids the costs of implementing functionalities that aoe n

no alternaltlve \I’V'th(? f“:l’ feqlé'g_d conteétl stl)JpIpS(‘)r':eo.l in thegoing to be used. We propose a process to reduce contextual
contextual goal model. Algorithmiscover Global Solutions goal models mainly by detecting and removing unusability

will find this sample negative and then invoke the algorithm(Section 3.3.1) and redundancy (Section 3.3.2)
Process Samplihat will traverse the model looking for loci o 2.£).

where augmentations could convert the sample to a positive _ N -
one. The algorithnProcess Samplesturns the goal model 3-3:1 Processing unusabilityThe contexts specified at a con-
annotated with the augmentatiods . . . A. Algorithm Dis-  t€xtual goal model may have static values in a certain envi-
cover Global Solutiongraverses the goal model and orga- 'onment. The environment samples may show that some of
nizes these partial augmentations as a set of global soiutio 1€S€ contexts are always true or always false. Each case has
{{A1, A2}, {As, A}, {A5}, {46}, {A7}}. Theimplementa-  different effect and requires a different reduction action
tion of any of these sets will enable an alternative to fulfii ~ The contexts having true truth values in all of the col-
goals when the sample under discussion occurs. lected samples lead to useless monitoring functionakiies

thus, unjustified costs. Context monitoring requires adlle

ing environment data which requires deploying equipments

The algorithmDiscover Global Solutionproduces a set ~ (databases, sensors, positioning systems, camerasa®ett.)

of possible solutions concerning each negative sample sefrocessing collected data. If a context is always true, we do
arately. Each solution includes one or more augmentation§0t need to deploy its monitoring functionalities. To detec
to the goal model (e.g{A1, A>} is a solution that includes and remove this type of contexts, we need to traverse the goa_\l
2 augmentations as shown in Fig. 7). However, a suggeste’&‘?dd apd c_heckwhether(_aach context_(specmed at each vari-
augmentation is could not be implementable. Therefore, th&tion point) is always true in all the environment samples.
analyst has to specify for each augmentation whether itis re _ .
alizable and refine the model specifying how this can be done=*ample 4if the shopping mall, where the systemiis to be de-

This specification will decide which samples are conveetibl Pl0yed, consists of one floor, has plenty of sample distiotout

to positives and support the final decision about which augMachines and it is for products usable by young people who

mentations to implement. The decision may rely upon, e.g.2"€ usually familiar with new technology, thén = "there is

a cost-benefit analysis concerning the feasibility of thg-au @ Sample machine close to and in the same floor as the cus-
mentations. We leave this topic for future work. tomer and he is familiar W|t_h digital maps technol_og)ybuld
be always true and there is no need to monitor it. Such con-
text has to be removed from the goal model deployed in that
i ] ] specific mall. Removing this context avoids installing aipos
Example 3Taking the augmentations suggested in Exampl&joning system, preparing a map for the mall, and developing

2 and illustrated in Fig. 7, the analyst could fifd, A5, As, 4 gatabase to store customer profiles (presuming that other
and A; unrealizable by contrast td,, A, andAs. The an- system functionalities do not require that).

alyst has then to specify each realizable augmentation. The

analyst may specify that; can be realized via tasknform On the other hand, the contexts having false truth values
via text message & get confirmation by OK buttprf> via  in all collected samples lead to unjustified monitoring func
“leaving a voice mail’, and A3 via “sending SMS? All of  tjonalities. Moreover, the existence of such contexts mean
these augmentations are less effective than the conteeddal that some goal model alternatives are never applicabld Bot
ones. For example, byinform via text & get confirmation  the contexts specified at the variation points and the accu-
by OK button’; the system cannot interact with the customermylative contexts of goal model alternatives could havsefal
and provide expressive information that leads to better-manyajues. As we mentioned earlier, the context of a goal model
agement of the sample delivery process. alternative is the conjunction of two accumulative corgext

Fig. 6 Algorithm Process Sample
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"’TRUE promote product [p] to ’

customer [c] in mall [m]

FALSE[C2] 7 I
or .
FALSE TRUE C4 R -
by cross selling TRUE sales staff [ss] delivers a

product [p] sample to
customer [c]

[p] to [c] by offering promote by giving free
dlscount on [p] to sample of product [p] to
customer [c]
persuade and inform
[c] about [p]
discount [p] to [} TRUE

and

show [p] place
! tolc] deliver [p] sample to
i /show [p] demo [c] gets [p] sample of
to persuade [c] make & give [p] machine [mc] [c] by sales staff [ss] -
dlscount code to

ake & sho
[p] dlscount to

and
C]allO\?le;itog[et[]p c] arrives to [mc] -
c] knows about [p sample fromimc, o T
& confirm the -

sample offer

FALS| C9
generate & give ;

authentication code, FALSEC
FALSE [C7)/ FALSE onfpltold]
inte ctvi . ntereéctlﬁ WIZ[EI'
In eractvia VO_ICE i3 Vi h th t 0 guide [c] to [mc i
dialogue & voice ) /'fisract g Viua <i,f,c]°§¥1‘fﬁ,] m‘;;) /| sampleli].TrueContexts:= {C1, C4, C5, C6, C14}

recognition based interactiol
Sample[i].FalseContexts:={C2, C3, C7, C8, C9, C10, C11, C12, C13}

C15] disturb. ) The partial augmentations proposed by the algorithm
fess disturbance Process_Sample={A1, A2, A3, A4, A5, A6, A7}

The augmentations organized as global solutions in Solutions[i]=
{{A1,A2}, {A3, A4}, {AS}, {A6}, {A7}}

Fig. 7 An example of augmentations found by sample processingak@ahative solutions resulted by organizing augmentatio

. . . Input: C'GM: a contextual goal model
the activation context and the required context of that-alte S+ a set of environment samples

native (see Fig. 4). The alternatives including contextdi{i  Output: CGM’: CGM cleaned from useless alternatives
vidual or accumulative) that are false in all the environmen 1. v _ ceerate Atternatives_Set(CG M)
samples should be removed from the model. This is to avoid2: V' := 0

deploying functionalities meant to support inapplicabbalg  3: L for f}”;; < ‘g ‘}?o,ds(v_c(mmt s) then

model alternatives. By removing these alternatives, we po-: V=V U {v}

tentially reduce the costs of monitoring the contexts idetli 9 _, &9

in them. However, the removal of one alternative does not8: cGM' := U{v € V'}

mean that the goals, tasks, and contexts included in it will b Fig 8 Algorithm Process Unusability

removed definitely from the final model, as they might also

appear in other applicable alternatives.

The algorithm reported in Fig. 8 processes a contextuatem. The task'voice dialogue and voice recognitiontan
goal model against a set of environment samples and reducé® excluded from the requirements model, as it will never
it by removing alternatives with always-false contextseTh be adoptable. The exclusion of alternatives leads also-to ex
algorithm generates all the contextual goal model altérest  cluding contexts to minimize monitoring costs. Remowuirtg
together with their contexts (Line 1). An alternative is plo  avoids us the costs of sensing and analyzing the noise tevel i
able with regards to one environment sample if both its acthe location of customer and tracking the system learning of
tivation and required contexts hold in that sample. The-algothe user voice.
rithm then checks all the contextual goal model alternative

(Line 3-7). If an alternative is adoptable in at least one of3 3.2 Processing redundancySome functionalities might be
the environment samples (L'f‘e 4) then it is added to the sefyyngantwhen the system operates in a certain environment
of the adoptable alternativés’ (Line 5). Finally, the algo-  n early and main source for redundancy is the requirements
rithm gives asan output the set of adoptable altgrnatlves aS odel. The environment may make some requirements re-
reduced version of the contextual goal model (Line 8). dundant and therefore the functionalities that are deploye
Example 5in a noisy shopping mall, the conte&t = “the to satisfy these requirements will be redundant as well. Ac-
customer’s place is not noisy, and the system is trainedgimou commodating a large space of functional alternatives, even
on the customer voiceWill never hold and any alternative though redundant, could be desirable for reasons such as sup
preconditioned by a context includé% will be inapplica-  porting high flexibility, different users’ preferences defiault

ble. Such alternative should be removed from the final setolerance. However, for reasons such as costs and time con-
of adoptable alternatives. Excluding alternatives means e straints, detecting the functionalities that allow thetegsto
cluding some functionalities (tasks) from the deployed sys fulfil its requirements without redundancy is often needed.
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Contextual goal models represent explicitly the relationExample 6Fig. 10 shows an example of a replaceable alter-
between two spaces: the space of requirements alternativestive. In this example, we suppose that the assistande staf
and the space of context variations. Analysing contextoalg members have to put the headphone on when they are avail-
models to discover which requirements alternatives are reable for serving customers. If such a policy holds in the shop
dundant leads to a model that incorporates the minimum buping mall where the system is to be deployed, then the impli-
sufficient space of alternatives. We consider an altereatfv = cationC;; — C12, whereCy; = “the sales staff PDA vibra-
the goal modeb redundant if there is another alternative  tion is activated and he is holding his PDA and not using it
that is applicable wheneveris applicable. In other words, for a call” andC,, =*“the sales staff is putting his headphone
we deal with redundancy originated by the replaceability ofon and is not using his PDA for a call’holds in all of the en-
some alternatives. As we mentioned earlier, supporting revironment samples collected from that mall. This means that
dundant alternatives in the deployed system could be jedtifi V5 is applicable in all samples whelg is applicable. There-
to develop high-variability systems. We leave the selectio fore, 1} can be considered replaceable and can be removed
between redundant alternatives for future work. from the model. Consequently, the ta'slotify sales staff by

The processing of a contextual goal model to remove reVibration” will not be deployed and the contekt; can be
dundant alternatives and group the rest based on appltgabil also removed from the set of contexts to monitor.
equivalence is reported in Fig. 9. The algorithm takes astinp
a contextual goal model and a set of environmental samples
and returns the redundant and equivalent groups of alterna
tives. First, the algorithm generates the set of goal modédel a
ternatives together with their contexts (Line 1) and itiitizs
the sett/quivalent_Gv to an empty set. This set will be used
later to represent the sets of equivalent alternativese(Rin ,
The algorithm then organizes the adoptable goal model aly ;
ternatives in groups based on equivalence of applicaliiity | _
the environment samples (Line 3-11). To this end, the algoy | [Gromete oY glhng e
rithm picks randomly an alternative(Line 4) and finds the ' customer [c]
group of alternativeé&r.alternatives that are applicable ex-
actly whenw is applicable (Line 5). The samples set in which
these alternatives are applicable is also recorded (LinEn®)
group of equivalent alternatives is eliminated from thecfet
all alternatives (Line 7) and considered for further preees
ing if there exists at least one sample in whicfand there-
fore the other alternatives in the group) hdld$ a group of
equivalent alternatives is replaceable by another, f.m all
samples where the first is applicable so the second is, then
the first group is marked replaceable and removed from the
output (Line 11 — 12).

_.-"sales staff [ss
delivers a product
[p] sample to
customer [c]
and

; " Gs] is notifi@ [ss] meets [CD
el (e

| hotify [ss] b
'\ vibration

/promote the producty',
/| [p] to customer [c] in |-
] mall [m

. /deliver [p] sample, / /
[ to [c] by sales staff |
[ss]

/promote the producty',
/| [p] to customer [c] in |-
] mall [m]

_.-7"sales staff [ss]\ .
delivers a product ™.
[p] sample to
customer [c]

Gs] is notifi@ss] meets [CD

i promote by giving free
i isample of product [p] tg
; customer [c]

guide [ss] to
Input: C'G M: contextual goal model [c] place
S': a set of environment samples i

Output: C'G'M': CGM without redundancy

. /Geliver [p] sample, / /
%[ to [c] by sales staff | -

1: V := Generate_Alternatives_Set(CGM) ss

2. Equivalent_.Gv :=
3: while V <> 0 do
v := Pick_alternative(V) Goal Model Alternative V2 -

4.  v:= Pickalternative(V) | GoalModel Alternativev2 "
5: Gr.alternatives := {v' € V,Vs € S, Holds(v.context,s) <«
Holds(v'.context, s . . . .
6: Gr.sa'rS"Lples = {s e)}& Holds(v.context, s)} Fig. 10 Vi is replaceable by, in a mall whereC11 — Ci2 in all
7:  V:=V\ Gr.alternatives samples
8: if Gr.samples <> () then
9: Add_element(Gr.alternatives, Equivalent-Gv)
10:  endif
11: end while
12: Replaceable_-Gv = {G S Equivalent-Gv,3 G’ €

Equivalent_-Gv and G.samples C G’.samples}

13: cGM’ := U{v € (Equivalent.Gv \ Replaceable_-Gv)} 3.4 CASE tool: RE-context

Fig. 9 Algorithm Process Redundancy

We have developed a prototype automated tool (called RE-
Context) to support the customization of a contextual goal
model for a host environment. In our previous work [18,19],
1 This check is unneeded if unusability is already processed ~ we have developed earlier versions of this tool for différen
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kinds of analysis concerning the generation and processing model and their costs. Please see our work [18] for more
of a contextual goal model alternatives and the verification
of consistency and freedom of conflicts in a contextual goal —
models. In this paper, we implement a new component to
support the activities of deploying a contextual goal model

in a host environment: augmentation, unusability, andmedu
dancy processing. The architecture of RE-Context is shown
in Fig. 11 where we highlight the “deployment” component
which is the one implementing the analysis proposed in this
paper.

CGM: a contextual
goal model
expressed in DLV

RE-Context MAIN

DEPLOYMENT
By processing:
1. unusability
2. redundancy
3. augmentation

VERIFICATION
Check inconsistency in:
1. context specification
2. effects of tasks
executed in parallel

DERIVATION
Derive alternatives to:
1. match monitored context
and user’s preferences
2. minimize development costs

Environment
Samples

T~/

Generation of CGM Unsatisfiability checking
alternatives

DLV
Wrapper

MathSat Java
Wrapper

wraps wraps

DLV MathSat

Fig. 11 The architecture of RE-Context CASE tool

As shown in Fig. 11, RE-Context is composed of three

details about this component.

Verification. RE-Context generates the space of contex-
tual goal model alternatives and checks context satisfia-
bility for each alternative. This checking is done by re-
lying on the state-of-the-art SMT solver MathSAT he
alternatives with unsatisfiable contexts are excluded from
the model since they are inapplicable. Furthermore, the
tool checks the generated alternatives to detect those in-
cluding tasks executing in parallel and leading to con-
flicts. RE-Context expects the analyst to specify the effect
of each task on the environment, the parallel and sequence
operators on a goal model [21], and the logical relations
between contexts. More details on this component can be
found in [19].

Deployment This component implements the analysis
we have proposed in this paper. It takes as input the DLV
inputfile which encode the contextual goal model, and the
CSV file encoding the samples collected from a host envi-
ronment. Both files are provided by the analyst. The DLV
should encode an already verified contextual goal model
(using the verification component) to avoid having unnec-
essary processing and incorrect results. For example, if
we check redundancy before verification, the tool might
return that an alternative; is redundant given that there

is always an alternative, which is applicable whenever

ay is applicable. However, the verification might show
thatas has a conflict and, therefore, we cannot consider
a1 redundant, since, is not functionally correct and can-
not replacea;. The process shown in Fig. 12 and dis-
cussed in Section 4 explains the way of using the au-

logical components. These components are developed in Java tomated analyses. The deployment component performs
and are linked to external reasoners via wrappers. The de-
ployment componentis the component specifically developed

for this paper. The derivation of the space of alternatioesif
contextual goal model is a basic step for all types of anslysi
of RE-Context. RE-Context can derive alternatives inctlde

in a contextual goal model by running the DLV reasoner as
a planner. RE-Context outputs all the valid models that sat-
isfy the Datalog inference rules in the input file encoding th
contextual goal model. Each alternative consists of a set of
tasks to execute and a set of contexts associated with it. For
more details about the generation of alternatives please se
our work in [18]. In the following, we describe the main com-
ponents of RE-Context:

— Derivation. RE-Context generates the space of alterna-

tives included in a contextual goal model. Re-Context en-
ables the choosing between alternatives in two styles. The
first is a runtime derivation of the alternatives matching a
given context and user’s preferences expressed as rank-
ing over softgoals. The second concerns the derivation of
a set of tasks with minimal development costs which, if
implemented, allows the system to cover and operate in
the space of context variations captured in a contextual
goal model. To this end, the analyst has to specify the re-

three types of analysis which are all implemented in Java:

— Unusability. This analysis implements the algorithm
described in Fig. 8, where the samples file is scanned
to identify contexts which are always true or always
false. Based on that, the analysis reduces the set of
contextual goal model alternatives (as described in
Section 3.3.1), excluding the alternatives which are
inapplicable and replacing the contexts which were
always true or false with their static value.
Redundancy This analysis discards redundant alter-
natives, i.e., those operating in an environment where
other alternatives can operate and achieve the same
goals. The analysis enacts the algorithm reported in
Fig. 9 to identify and remove redundant alternatives.
This analysis becomes unnecessary if the designer de-
cides to keep redundant alternatives for reasons such
as flexibility and accommodating the preferences of
different users.

Augmentation. The purpose of this analysis is to find
loci in a contextual goal model where an augmenta-
tion with a default non-contextual alternative is nec-
essary to deal with negative samples. This processing
enacts the algorithm reported in Fig. 5. It returns a set

sources needed for the development of each task in a goal®

http://mathsat4.disi.unitn.it
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of possible global solutions after processing individ-
ual alternatives. We still did not provide automated

analysis to qualify and evaluate solutions. The deci-

sion about this is still left for the analyst and we plan
to provide automated support for that in our future
work.

4 Systematic Process

In this section, we provide guidance for modelling contex-
tual requirements by means of contextual goal models and
customizing it to a certain host environment. The process

is depicted in the activity diagram of Fig. 12. A number of
macro-activities are identified: goal analysis, contexlan
sis, verification, environment sampling, augmenting atier
tives space, processing unusability, processing redwydan
and composing the final contextual goal model.

1. Goal analysis Actors and high level goals are identi-

fied and analysed. Actors and goals can be iteratively dis-
covered through the set of scenarios which describe the
problem domain [22]. Moreover, an intentional variabil-
ity taxonomy [23] can guide variability acquisition when
refining a goal/task to discover alternative ways of ful-
filling/executing it. Each refinement step is followed by a
context analysis.

. Context analysis This activity is meant to link between
the requirements and the context in which they are acti-
vated and adoptable. The context analysis activity is com-
posed of two steps:

(a) Contextual variation points identificatiokach varia- 5.

tion point in a goal model can be contextual. Context
may affect either goal activation or the selection of
alternatives to meet a goal. When a variation point is
identified to be contextual, a high level description of
the correspondent context has to be written down. As
a result of this activity, the contextual variation points
at the goal model should be annotated similarly to the
model we have shown in Fig. 1. Moreover, the con-
texts associated with these variation points should be
described similarly to the descriptions shown in Ta-
ble 2.

(b) Context refinemeniThe contexts at each contextual
variation point should be analysed. The analysis goal
is to identify ways through which the system can ver-
ify if a context holds. In other words, the context re-

finement has to define the environmeiféatsthe sys- 6.

tem has to capture and the way these facts are com-
posed to judge if an analysed context holds. An exam-
ple of context refinement is shown in Fig. 2.

. Verification. The requirements model has to be verified
to ensure freedom of modelling errors which lead to in-
consistencies in the context specification and conflicts be-
tween the executable tasks of a goal model. RE-Context
supports this automated reasoning in our work described
in [19]. Some alternatives of the goal model may be pre-
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conditioned by a set of contexts which never hold to-

gether. This make the alternative inapplicable and use-
less if implemented. Moreover, the tasks of a goal model
could lead to contradicting changes on the system envi-
ronment. This leads to conflicted actions that prevent a
correct satisfaction of requirements. The verification of

contextual goal models should be done as a preliminary
step for the analysis that concerns the deployment.

. Environment sampling. The deployment environmenthas

to be explored through sampling. The samples are used
to process the requirements model and ensure fithess be-
tween the model and the system environment. To do the
sampling, the contexts specified at the contextual goal
model need to be monitored iteratively for a period of
time and their values should be recorded as samples. More
specifically, the contexts that activate goal model alterna
tives should be monitored until one of them holds. When
this happens, the sampling process records the values of
the contexts specified at all of the variation points of the
activated goal model alternatives. This will allow for fur-
ther analysis to judge if the model supports or lacks ways
to satisfy its activated requirements. Monitoring the envi
ronment could be established by different techniques such
as surveying prospective users, being physically there and
recording context variations, recording via cameras and
analysing observations, etc. The sampling period has to
be long enough in order to capture contexts variations that
happen less frequently or periodically. However, the ana-
lyst would need to compromise between the coverage and
quality of the sample set and the sampling period as we
discuss in Section 5.2.

Augmenting alternatives spaceln this activity, the con-
textual goal model has to be analysed using the collected
environment samples to identify places where default non-
contextual solutions are needed. To this end, RE-Context
can be used to analyse the model with regards to each
sample and record the results. Doing that, the tool will
ask the analyst about the realizability of each suggested
augmentation. The analyst can also assign costs to each
augmentation and then use the tool to answer queries like
calculating the minimum-cost solution that converts the
largest number of negative samples to positive. The tool
will record the augmentations approved by the analyst to
be added later to the final goal model. These default so-
lutions may be recorded to be suggested when deploy-
ing the contextual goal model to other environments that
shares similar contextual profile.

Processing unusability The goal of this activity is to re-
move unusable functionalities from the model. This ac-
tivity is fully automated and executable in our automated
RE-Contexttool. The tool will scan the environment sam-
ples to elicit the set of contexts specified at the variation
points of the goal model and having always-true values
in all the samples. It will also check the accumulative
context of each goal model alternative to see if it holds
in at least one sample. After doing these two checks, the
tool will remove the always-true contexts from the model
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Fig. 12 The deployment process

since deploying the functionalities to monitor them is un- 8. Composing final contextual goal modelin this activ-
justified. Moreover, the tool will remove the goal model ity, RE-Context can be used to merge the augmentations
alternatives having always-false contexts to avoid deploy ~ suggested by the activity of augmenting the alternatives
ing unusable functionalities. As we mentioned earlier, the  space with the goal model alternatives that are usable and
removal of one alternative does not necessarily mean that not redundant, i.e., the alternatives delivered by the ac-
all the goals, tasks and contexts included in it are remov- tivities of processing unusability and processing redun-
able as, indeed, they may appear in other alternatives that dancy. This goal model will be the final outcome of our
are applicable. deployment process. It is a version of the original con-

. Processing redundancy The purpose of this activity is textual goal model tailored to context variations happen-

to discover the set of goal model alternative which are re-  ing in the system operational environment. This version
placeable when operating in a certain host environment. removes the useless and redundant parts of the original
To this end, RE-Context can be used to group the alter- model and adds default alternatives to be adopted when
natives based on the equivalence of their applicability in  a contextual alternative one is missing. Thus, it leads to
all the environment samples. Obviously, the group of al-  a version of software with maximized operability and re-
ternatives that are inapplicable in any of the deployment duced development costs with regards to a certain deploy-
environment samples are not further processed as we de- ment environment. The tool delivers the final goal model
scribed in the last activity (processing unusability). The  as a DLV code. We need to extend our tool to draw a vi-
tool will remove any group of alternatives for which there sual notation based on such code.

is another group applicable in all the samples the first

one is applicable in. Such group will be redundant and _

inessential for the availability of the system. The analyst © Evaluation

can then use the tool to select an alternative of each of th

o . . . o q‘o evaluate our proposed approach, we have developed a con-
remaining groups according to a certain selection criteria

The criteria that is currently supported by RE-Context Istextqal goal model for a room booking system usec_i by aca
emic research groups. The purpose of the system is to assist

the costs of resources needed for each task of the goa . . .
esearchers in the room booking process. Room booking can

model. The tool is able to select a set of tasks of the goaL . o .
. . . be performed for different purposes: giving seminars, hold
model able to implement at least one alternative of the ir-.

. . . ing brainstorming sessions, making conference calls, o ha
replaceable groups of variants with a minimum total cos..

: . ) . : . ing a project meeting. Different rooms are available and dif
The selection algorithm is explained in our previous work ; *. : . o .
in [18]. fer in their equipment, availability status and times, &ige

three main requirements of the room booking system are to
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assist researchers in booking a room, to announce the meegoal model for rooms booking. Group members were asked
ing/event, and to assist researchers to get and use of suppl® specify the truth values of the dynamic contexts, i.e 9seh
mentary equipments needed to establish the meeting/eventhich vary from one reservation to another. Some other con-
To collect the environment samples, we monitored the roontexts were static and their values were known by us in ad-
booking processes for a period of time of two research groupsance (e.g., the profile of each research group, the roonhs eac
(RG; andRG5) at the Department of Information Engineer- group is granted access to, and installed equipments)r Afte
ing and Computer Science (DI8Bt the University of Trento.  the samples collection phase, we used our automated support
Then we have used the samples to customize the contextutdol RE-Context to process the collected samples according
goal model as we will explain later. Here we give more de-to the analysis proposed in Section 3 and obtained the sesult
tails about the three main requirements of the room bookingeported and discussed later in this section.

system and for more details, please see:

http://disi.unitn.it~ali/indexfiles/RoomBooking.pdf:

g2: Schedule a
— Booking a roomThis activity can be in charge of the de-
partment secretary or the research group secretary when :
the later is available and assigned to the task of rooms
. R Autonomously
booking. The secretary has to be informed by the system : .
and, then, she has to check if there is a room available o Comort e
and reply to the staff who requested to book a room. The
communication with secretaries follows different alterna group secretary qro Via e
tives in different contexts. Booking a room can be done and secreta

by the staff who requested a booking himself if he has the — o R'L .
. . . g . gla: . |
group ssecretary is 15: Secretal
permission to use the room booking calendar (we used a b ssecret 15 Secretary  ( requeste
C and

free calendar web service).

— Announcing a seminaThe meeting requester needs as- ﬁ v = w4
sistance to announce the meeting/event either to public or % intetace /o tmai e
specific set of people. Public announcements can be done  jor o ALK
via the website of the research group of the requester, the O etface e

19: Requester fi

i i icible : time ™ lis and
website of the department, or the reception screens VISIb| e/ 16: Repelitve\\in automated fo m L
to people who enters the department. Private announce._*™ email analyzed
ments can be done via designated mailing lists (all mémMx;jg 13 part of the contextual goal model for room booking
bers of the research group) or via chosen contacts from

the contact book of the research group.

B Asswtance about supplementary equr_n@he system We now provide details concerning the contextual goal
has to inform a room booking requester if there is a need

: ) model we have developed. Part of this model is shown in
to g(_at supplementary equipment such as projector, Cf)nl':ig. 13. The main requirement of a researcher is to book a
nection cables, remote control, and keys before startlng om for a certain scheduled activity. The reservation Gan b

EE: zeglenrﬁrhg]siisers\?izgfg erneta%;qef'mﬁ ?rtlf'srnmeaef[%en one by following various alternatives: the researcherdman
on hgw 0 get andpuse that e uiqment For examole. th it autonomously or can interact either with the researchigro
9 quip ' pie, ecretary or with the department secretary. Each altemiati

;i?juszteeirt ht?\fa tOI;Ci atis'thtdh:r;(:Zvﬁrfmg:;;h?hgroiggfz_a{doptable in a different set of contexts (e(@; states that the
» (Nep 9 y P department secretary can be involved only if he is in charge
dure to follow in order to do that, etc.

of that specific group and if he is currently not occupied in
Our monitoring process lasted for 3 months and the sambigher-priority tasks) and the system is supposed to suppor
ples set consists of 61 booking processes: 34 reservatiorid!d track the room booking accomplishment. For instance,
were made byRG, and 27 byRG.. To collect samples, we the research group secretary can be notified either by send-
asked research groups members and department personnel {9 an e-mail to him (task,) or via a specific web inter-
volved in the booking process to fill in a form for the contexts face (task), depending on the context. Another requirement
values regarding each room booking process. Thus, and sind@ the system is to support the announcement of both pub-
we have not implemented an automated system for the morlic meetings and close meetings. Such requirement has to be
itoring of context, we did not do the context refinement asSUPPOrted via different alternatives: announcing via tew
the main purpose of such analysis is to specify contexts asit€ Of the department or the research group, circulatiag vi
formulae of facts monitorable by an automated system. Théhailing lists, displaying on electronic screens in the depa
form included questions to determine the truth values of thdN€nt, etc. Each alternative requires a specific contextith ho

activation and required contexts in our developed contéxtu 1h€ last requirement of the room booking system is to re-
mind meeting requesters about the supplementary equipment

® http://disi.unitn.it/ he would need such as projectors, web cams, network cables,
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and also to explain to a meeting requester how to get needed
equipments and to use them. The contextual goal model we
developed for the room booking system consisted of 5 actors,
33 goals, 52 tasks, 6 softgoals, and 34 contextual variation
points. The space of alternatives to fulfil the main goal “*hav
ing a room booked” included 2808 alternatives.

As explained in Section 3, to discover redundant alter-
natives, we first remove inapplicable alternatives which
have always-false contexts in all samples, i.e., unusable
alternatives. Then, we partition the rest into groups on the
basis of context value equivalence in all the samples, i.e.,
on the basis of applicability equivalence. The number of
equivalent groups was 864 fdtG; and 144 forRGs.

A group is redundant if its set of positive samples is in-
cluded in the set of positive samples of another group.
We got 792 redundant groups f&G; (containing 1152
alternatives) and 126 groups f&G, (containing 180 al-
ternatives). The importance of this computation was the
discovery of tasks that appear only in redundant alterna-
tives (18 for RG; and 5 for RG>). These tasks are re-
dundant and, therefore, their deployment is optional. For

5.1 Samples processing results

In Fig. 14, we summarize the results obtained by applying the
analysis described in Section 3 on the contextual goal model
for the room booking system. In the remainder of this section
we explain these results.

— Samples positivity/negativity Sampling the room book-

ing process for the first research groRg-; led to 26
positive samples—where the top-level goals have been
achieved—out of 34 samples, while the samplingii6f,

led to 22 positive samples out of 27 samples. The main
reason for failure in booking a room iRG; was that
rooms are asked for booking short time before the event
and this led to failure in completing the booking process
on time. For example, the room requester did not have
time to answer the emails concerning the supplementary
equipments needed or to confirm the reservation after be-
ing made by the secretary. The main reason for failures
in RG5 was that the group did not have a secretary that —
assists in booking rooms. This group had to rely on the
department secretary who often had other higher priority
tasks to do.

Unusability processing This activity detects and removes
static contexts that never vary and, also, inapplicablé goa
model alternatives. The developed system does not need
to monitor static contexts (those having the same truth
value in all collected samples). For example, the rooms
assigned taRG» had all supplementary equipments and
there was no need to monitor that. H8¢¢, 3 contexts
had false values in all the collected samples and 3 had
true values. FoRG5, 3 contexts had false values while

2 contexts had true values in all the collected samples.
The contexts that are always false in all the samples pro-
duced a large number of unadoptable alternatives (1512
for RG; and 2592 forRGs). Consequently, the tasks that
appear only in unadoptable alternatives are never exe-
cuted (6 tasks folRG; and 20 tasks folRGs). Also, it

is useless to monitor the non-static contexts which appear
in only unadoptable alternatives (3 contexts fa%; and

12 contexts folRG.). For example, having a set of well-
equipped rooms foRRG> means the removal of all the
goal model alternatives where researchers are reminded
to bring supplementary equipments. This, in turn, led to
unadoptability of the tasks and uselessness of monitoring
the contexts needed to accomplish the assistance of the
researcher to bring such equipments.

Redundancy processingA goal model alternativé” is
redundant if in every sample whevéis applicable there
exists another alternativié’ which is applicable as well.

example, our requirements model has two alternatives to
notify a meeting requester: notification via email to be
adopted when the person is often in office or has access to
Internet, and notification via mobile phone (such as voice
mail or SMS) that is adoptable when the staff is out of
the department and has no access to Internet. In both re-
search groups, researchers had always access to Internet
even when researchers were out of the department. Thus,
the option of communication via mobile phone becomes
redundant and the system can exclude the deployment of
tasks needed to establish it.

Augmentation processingAugmenting the requirements
model with default non-contextual alternatives is the so-
lution we proposed when the model lacks applicable con-
textual alternatives to meet goals, i.e., to convert negati
samples to positive. However, it is not always possible
to find a realizable default augmentation. For example,
some of the collected samplesBt+>; were negative due

to the fact that the group secretary and the department
secretary were busy or having a day off. Finding a default
non-contextual human-supported alternative was not pos-
sible and the sample could not be converted to positive.
RE-Context performed the analysis we explained in Sec-
tion 3, which locates a set of augmentations to the goal
model and organizes these individual augmentations as
alternative solutions in the form of sum-of-products for-
mula. Then, analysts need to specify which augmenta-
tions are realizable. On the basis of this specification, a
number of solutions will be marked realizable and, con-
sequently, some negative samples will be convertible to
positive. The total number of augmentations proposed to
convert the negative samples to positive was 626f;

and 4 forRG,. Out of these augmentations, the number
of realizable ones was 2 iIRG, and 2 inRG5. This en-
abled us to convert 5 of the 8 negative sample®

to positive (3 of 5 inRG>). For example, one sample of
RG1 was negative due to the fact that one overseas staff
could not speak a language in common with the techni-
cian to understand the use of video-conferencing. The
default solution was to develop a demo in multiple lan-
guages.
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The Size of the Original Goal Model Value

Number of actors 5

Number of goals 33

Number of tasks 52

Number of softgoals 6

Number of contexts at variation points 34

Number of goal model alternatives 2808

Sampling Research Group 1 Research Group 2
Time to collect the samples 3 Months 3 Months
Number of samples 34 27
Number of positive samples 26 22
Number of negative samples 8 5
Unusability processing

Number of contexts true in all samples 3 3
Number of contexts false in all samples 3 2
Number of alternatives with always false contexts 1512 2592
Number of tasks that are never executed 6 20
Number of contexts removed with useless alternatives 3 12
Redundancy processing

Number of equivalent groups of alternatives 864 144
Number of redundant groups of alternatives (RGV) 792 126
Number of alternatives included in RGV 1152 180
Number of tasks that appear only in RGV 18 5
Number of contexts that appear only in RGV 11 4
Augmentation processing

Number of augmentations suggested for all negative 6 4
samples

Number of realizable augmentations 2 2
Number of samples convertible from negative to positive 5 3
Size of the resulting goal model

Number of actors 4 4
Number of goals 25 22
Number of tasks 28 27
Number of softgoals 6 6
Number of contexts at variation points 14 13
Number of goal model alternatives 144 36

Fig. 14 The results of analysing the room booking contextual goalehfor two research groups

5.2 Discussion of the obtained results are not executable. The tasks that appear only in alteggativ

that are redundant are optional and thus can be removed to re-

The evaluation of our approach for customizing requirement duce costs: Moreover,.our analysis has shown also a consider
to a deployment environment showed promising results (a&P!€ quantity of negative samples where the contextual goal
reported in Fig. 15). A considerable percentage of contextdnodel does not include alternatives tailored to support cer

(58.8% forRG, and 61.8% foRG,) were shown removable, i CONtexts in its deployment environment (23.5%16',
Removable contexts include those having static—either tru @1d 18.5% inRGy). The analysis also suggested places in

or false—value in all the collected samples, those removedn® requirements model where augmentations can convert the
because appearing only in useless alternatives, and those 1€9ative samples to positive. SOTE augmentatlé)ns were real
moved when redundant alternatives are dropped. Removin&able_ and this led to CO”Y?“ 62.5%8t; and GO_A’ OtR_G?

static contexts results in lower monitoring costs, as their negative samples to positive. Such transformation will imax

ues are known a priori. Moreover, a considerable percentagBZ€ Operability of the systemiin its prospective environme

of tasks were shown removable (46.2% fof7; and 48.1% Though our experiment included a considerable percent-
for RG5). The tasks appearing only in alternatives that areage of removable contexts and tasks, the costs saving is not
useless, i.e., their contexts are false in all of the cadlésm-  proportional to this percentage. The reason is the ovedap b
ples, should not be supported in the deployed system as theéyween the resources needed for remaining and removed con-
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Factor

Research Group 1

Research Group 2

Removable contexts

20/34=58.8%

21/34=61.8%

Raian Ali et al.

True in all samples 3/34=8.8% 3/34=8.8%
False in all samples 3/34=8.8% 2/34=59%
Appear only in useless alternatives 3/34=8.8% 12/34=353%

11/34=32.4%
24/52=46.2%

4/34=11.8%
25/52=48.1%

Appear only in redundant alternatives
Removable tasks

Appear only in useless alternatives 6/52 =115 20/52=38.5%

Appear only in redundant alternatives 18/52 =34.6 5/52=9.6%
Negative Samples 8/34=23.5% 5/27 =18.5%
Samples convertible to positive 5/8=62.5% 3/5=60%

Fig. 15 Comparing the analysis outcome to the original goal modelcatiected samples

texts and tasks. For example, both tasks “send the room de-Threats to internal validity

tails to secretary via email” and “send room details to staff | Th1. Experiment time period influence

mail” require gathering, storing, and updating the roontada | 1h2- Limited number of samples N
(they need the same monitoring effort). Thus, the removal_N3- Sampling was not transparent to participants
of one of these tasks leads only to a partial saving of costs. 1 1Veats to external validity _ |
To precisely compute costs saving, we consider the resspurce Tha. Other f.aCt(.’rS to support the a.nalySts de.c's'ons are nyssin
needed for task execution and context monitoring, sinyilarl Igféesrﬁ?ﬂcvgrf Ozﬁgz%agssﬁs Sest'sle for privacy and secufity
to what we proposed in [18]. The explicit specification of | 1,6 Expériménts performed on,lyin one domain
these resources allows for identifying overlaps betwesksta

and contexts and, hence, for accurate calculation of casts a
savings. This enables better decision making about keeping
or removing redundant alternatives.

Our approach reveals shortcomings in a designed require-  The definition of the sample collection period is a sen-
ments model and, consequently, in the system to-be for acsitive decision to take. Indeed, the contextual variatitas
CommOdating certain contextual variations in a deploymenh]ay happen in one dep|0yment environment could vary from
environment. Our analysis proposes loci in the requirementone period to another. This will influence the comprehensive
model where augmentation with other alternatives is deSir-neSS of the samp|es collected and, therefore, the anael.sis r
able to maximize system ability in a certain environment. Wesylts. This is an internal threatlf1) to validity in our case
have discussed augmentation with default non-contexeghli study, as we have studied the room booking scenarios be-
alternatives that the system can support. However, thissts j - tween April and June, which is an active period in academia.
one possibility to solve the problem. In many cases, the disprobably, collecting samples in the vacation months, ssch a
covery of these loci motivates changes in the organizaltionaaugust, would provide different results. However, for giac
environment. For example, we encountered samples whergg| reasons we need to find a compromise between keeping
there was no technician speaking a language in common witkhe samples collection time short and the accuracy of the ana
an overseas researcher and explain to him about the use 9§js results. This leads to another internal thr&2), i.e.,
the equipments in the seminar rooms. In this case, the dehe relatively limited number of samples that we used which

ployed system can be augmented to support a default alterngrobably does not cover all possible contextual variations
tive, such as showing a demo. However, the solution could béne deployment environment.

also at the organizational level by guaranteeing the presen

of at least one technical staff who speaks English. Our analymated system which means the development of another sys-

sis motivates also the organization where the system is to bfaem. For example, contextual information such as the lopati

deployed to make changes that maximize the requirementsh . .
. ST Changes of a person may need positioning systems, which
satisfaction likelihood.

cannot be collected through survey forms. Interviewing do-
main experts and analysing user samples sets are possible
ways to overcome these issues. We leave the development
of these techniques for future work. In our case study, the in
volvement of users (researchers, secretary, technicéng,

We discuss here the limitations of our approach and thethreain the sampling process is a threat to internal validitg).

to internal and external validity of our evaluation onthemo  The sampling was not transparent to the system users. Indeed
booking case study. Table 3 summarizes the main threats tthey had to fill in our designated forms and answer to our in-
internal and external validity. terviews when sampling the environment.

Table 3 Threats to internal and external validity

Moreover, the sampling process itself may need an auto-

5.3 Approach limitations and threats to validity
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Further analysis is needed to support the analyst's deciSalifu et al. [28,29] investigate the use of problem descrip
sions about the augmentations to support and the redundantipns to represent and analyse variability in context-awar
to remove. Our analysis outputs alternative augmentatmns software. However, the nature of problem frames does not
support default solutions when the model lacks contextualhelp for representing high-variability. Goal models, &,
ized alternatives, and leaves the choice between them to thacorporate a large space of alternatives in one compact hi-
analyst. It also discovers the redundant alternativeseaks  erarchy. Moreover, quality measures, softgoals in goal-mod
the choice of selecting which redundant alternatives tgkee els, are not a first-class requirement in problem frames and,
and remove to the analyst. These decisions are not alwayus, goal models offer the basis of representing the infleen
easy as they could be subject to different non-functioral fa of contexts on these measures and prioritizing requiresnent
tors and quality measures such as maximizing fault toleranc alternatives accordingly [18,10,12]. Lapouchnian et 30][
accommodating user preferences, reducing development tinshare with us similar vision of integrating context with in-
and operating costs, and so on. This is a threat to external vdentional variability captured by goal models. We have #ve
lidity (Th4). Future work includes providing better support to tigated more in this direction and defined a set of variation
the analyst in taking the right decisions. We aim to incorpo-points where context affects goal models with clear seroanti
rate softgoals in the decision about which augmentations t@nd a systematic way to analyse context. Such effort allows
enact and what redundant elements to remove or keep. us to develop a formal framework that natively supports au-

Obtaining context information is not always straightfor- tomated reasoning.
ward due to several reasons. People usually have privaey con . . .
cerns that prevent the system from monitoring their behagio . Cheng et al. [31] deal with enwronmental.uncertalnty us-
location, activity, and so on. Some laws may impose coning KAOS goal models and conceptual domain models. Their

straints on monitoring contextual information without peo core contribution is_ to introduce tactics to mitigate_uncer
ple’s clear consent. Compliance with law might be hard tc)talnty. However, unlike us, they do not rely on sampling and

judge and might differ from one location to another. More- reflecting the actual contextual variability which chaeaet

over, although obtaining more contextual information caxm Lzes ? ctert§1|n opeganogal en\flronn:r(lant. TTUS{,’ thelranrmi:ga
imize certainty while taking a context-based decisionreéhe lon stralegies are based merely on the analysts exp €

could be a trade-off between the certainty and the requiretl,anWIGdge' Amyot et al. [32] model the impact of context on

costs to establish this monitoring. In our case study, and bespftgogls, using GRL_modeIs, in the context of service en-
ineering. By not relying on collected contextual data from

cause we are members in the academic organization in whic&_, tional : t wh th ¢ is t0 be d
the experiment was done, we have not faced such obstacle € operational environment where the system 1S to be de-
ployed, their approach heavily relies upon a domain expert

this is another threat to external validif(5). Our approach o :
o) PP to perform the customization of the requirements model. Our

still needs to deal with different issues related to moinitpr . . . .
approach, instead, is more systematic as it models and anal-

context (privacy concerns, law, costs, ..) and we leavefthis lcitly th dth thod to foll h
future work. An additional threat to external validifyi{6) is yses explicitly the reasons and the method to Toliow when a

that we draw our conclusions with respect to a single domaiﬁ:ustommatlon is to take place.

(seminar rooms booking in academia). Perhaps, applying our  Software variability modelling—mainly feature models [33
framework in other domains mlght reveal limitations in both 34]_Concerns mode”ing a Variety of possib|e Configuraion
of our modelling foundations and deployment process. of the software functionalities to allow for a systematicywa
of tailoring a product upon stakeholder choices. These ap-
proaches do not bridge the gap between each functionality
6 Related Work and the context where this functionality can or has to be tihp
the problem we tried to solve at the goal level. Recently,
The research in context modelling, such as [24-27], is abouseveral works recognized the role of context in the software
finding modelling constructs to represent software and useproducts derivation [35—-37]. Our work, though proposed in
context as well as reasoning about context. There is, howthe area of goal-oriented requirements engineering, can be
ever, a gap between the context model and software behavioadapted to complement contextual software product lires, p
model, i.e., between context and its use. Our work reducesiding a clear semantic of the relation between contexts and
such a gap at the requirements level and allows for answeffeatures, an automated contextualized derivation pro@ess
ing questions like: How do we decide the relevant contéxt? systematic way to identify contextitself, and a processis ¢
“why do we need context&nd “how does context influence tomize a product during the deployment. Furthermore, our
software and user behaviour adaptatidn®loreover, and  work is in line, and has the potential to be integrated, with
rather than representing context data directly and presgimi the work in [38] and the FARE method proposed in [39],
a prior knowledge of them, we proposed context analysis tahat show possible ways to integrate features with domain
enable a systematic hierarchical refinement to analysexbnt goals and knowledge to help for eliciting and justifyingfea
and reveal the facts and the data that define it. tures. Recent work [40] focuses on the selection of feature
Recently, several papers studied the relationship betweemodel configurations that take into account soft constsaint
requirements and contextual variability. The comparisbn o that represent desired quality attributes. Unlike us, sah
this paper to our previous work can be found in Table 1.proach does not explicitly consider contextual factorsicivh



20 Raian Ali et al.

are fundamental to discriminate between possible and inapperformance). Such approach could be combined with ours
plicable alternatives. to allow for a comprehensive customization and adaptation
Requirements monitoring adds specific code to a runningsince we would be able to monitor both the characteristics of
system to gather information, mainly about the computation the system environment and the operation of the syster itsel
performance, and reason if the running system is always-medn practice and decide what modification to do both at design
ing its design objectives, and reconcile the system behavio time and runtime.
to them if a deviation occurs [8]. The objective is to have  Theidea behind requirements testing is that testing has to
more robust, maintainable, and self-evolving systemst1h[  start with requirements, as code correctness is unachevab
the GORE (Goal-Oriented Requirements Engineering) framein case requirements are incorrect [48,49]. Our work is sup-
work KAOS [5] was integrated with an event-monitoring sys- portive to this argument especially when we design require-
tem (FLEA [42]) to provide an architecture that enables run-ments for adaptive systems where the requirements model
time automated reconciliation between system goals and sysepresents a high-level abstraction of the behavior of the p
tem behaviour with respect to a priori known or evolving gram itself. Our work provides models and reasoning mech-
changes of the system environment. A similar effort alonganisms to test and customize a requirements model to its de-
the same line is Wang's requirements-driven diagnosis, [43]ployment environment. We also plan to develop requirements
which diagnoses software errors and their influence at the redriven runtime adaptation, in line with the vision of reaiir
guirements level. Our work is also focused on monitoring.ments reflection [50], that maximizes this fithess contiralypu
Unlike such approaches, however, we provide an explicit noand allows the system to learn from its experience in its op-
tion of context as a main driver to derive the requirementserational environment.
to meet and the adoptable alternatives to meet them. The de-
ployment process we proposed can be adapted for runtime
adaptation and reconciliation, as relying on correct medel 7 Conclusions and Future Work
fundamental to ensure runtime adaptation is in response to
threats to requirements and eventually leads to requiresmenin this paper, we have discussed deployment of requirements
satisfaction. models as an essential activity of software deployment. Our
Customizing goal models to fit to user skills and prefer- argumentation is that requirements are not uniform and may
ences was studied in [10,12]. Such work can be used at dediffer from one environment to another. We provided a con-
ployment time where specific user skills and preference willceptual model, the contextual goal model, that explicidpc
rule out some alternatives and, thus, the deployed systém witures the relation between context variations and requiresn
not need to support them. We envisage that a joint usage withive showed how this model is customized to fit each par-
our approach would enrich the set of aspects the deploymenicular environment in which the system is to be deployed.
process can deal with. Liaskos et al. [23] study the varabil Our process is based on exploring the system prospective
ity modelling under the requirements engineering perspecenvironment and collecting samples reflecting the truth val
tive and propose a classification of the intentional valabi ues of the contexts specified in the requirements models and
ity when OR-decomposing a goal. We focused on contextuaihen processing the model against the samples set. The pro-
variability, i.e., the unintentional variability, whichfiluences  cessing aims to discover useless and redundant parts of the
the applicability and appropriateness of each goal model almodel. This, in turn, reduces the costs of the deployed syste
ternative. Reasoning with goal models has been studied iand avoids deploying unnecessary functionalities. Moggov
[44]. Adding context to goal models creates the need to inteour proposed processing discovers loci in the model where
grate contextual reasoning and goal reasoning. Our previouextra solutions are needed to handle contexts for which the
and current work provides concrete answers to such need. model lacks alternatives. This maximizes the operabilfty o
Pourshahid et al. [14] address a very important aspecthe system in its host environment. We developed a formal
concerning the customization and the improvement of a sysframework and an automated reasoning tool to support our
tem, which is the alignment between business goals and thapproach. We also outlined a methodological process that
business process. It extends the User Requirements Notatiguides the use of our framework to gather and deploy require-
(URN) [6,45] with Key Performance Indicators (KPIs) [46], ments.
whose monitoring guides the alignment between goals and We have presented a case study of deploying a require-
a business process. KPIs concerns the actual operation afients model for room reservation in an academic research
the overall system and how the system performs. Contextenvironment. The case study included 2 research groups and
as proposed in our work, concerns the characteristics of théheir room reservations for meetings during 3 months. We
environment surrounding the system. Each setting of such erprocessed the requirements model that we developed for room
vironment could activate certain requirements and make adbooking against the reported room reservations experience
potable/inadoptable some of the system’s alternativadfib f The processing aimed at customizing the requirements model
the activated requirements. Pourshahid et al. [47] inttedu to its deployment environments. Our processing showed a
aspectsas a mechanism to model the redesign patterns andignificant amount of detected unusabilities and reduridanc
choose the best applicable patterns based on their impact dn the model. This is important to save the costs of deploy-
different views of the system (process, goal, validatiord a ing functionalities aimed to satisfy unnecessary requiets
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On the other hand, we discovered several cases in which thieish Software Engineering Research Centre (www.lero.ie)
model lacks solutions for fulfilling the main requirements: We also thank Vitor E. Silva Souza for discussions that en-
having a room booked. Discovering these cases and augmerriched the ideas of this paper.
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