1. Classical Categorial Grammar

» Aim: To build a language recognition device.
» Who: Lesniewski (1929), Ajdukiewicz (1935), Bar-Hillel (1953).

» How: Linguistic strings are seen as the result of function applications starting
from the categories assigned to lexicon items.

» Language: Given a set of basic categories ATOM, the set of categories CAT is
the smallest set such that:
> if X € ATOM, then X € CAT;
> if XY € ATOM, then X/Y,Y\X € CAT

» Rules: The above categories can be composed by means of functional appli-
cation rules

X/Y Y
X

Y Y\X

[MPy] ¥

[MP/]
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2. Classical Categorial Grammar. Examples

Given ATOM = {np, s,n,pp}, we can build the following lexicon:

Lexicon
John, Mary €
student €
walks S
sees <
Analysis

John walks € s?

np the € np/n
n to € pp/np
np\s talks € (np\s)/pp
(np\s)/np some student € s/(np\s)
~  np,np\s = s? Yes
np np\s
——— [MP]

John sees Mary € s7 ~» np, (np\s)/np,np = s? Yes

(np\s)/np np MPy]

np np\s
——5— [MP]
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3. Categories and Types

We can define the following translation tr from types to categories.

tr(e) = np me iff mp:m

tr(t) = 3 S iff s:8

tr({a,b)) = tr(a)/tr(b) Wi iff tr(b)/tr(a) : W

= tr(b)\tr(a) or tr(a)\tr(b) : W
Modus ponens corresponds to functional application.
X/Y:t Y:r Y:r Y\X:t
MP
X :t(r) [MPy ] X :t(r) [ 1]

Example

np : john np\s: walk
s : walk(john)

[MP/]

np\s : Az.walk(x) (Azr.walk(z))(john) ~»r_cony. walk(john)
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4. Lambek Calculus

Jim Lambek [1958] defines the logic behind Catergorial Grammar, considering cat-
egories as formulae and \,/ as logic connectives.

Rules: Natural Deduction proof format [Elimination and Introduction rules|

Besides functional applications rules — which correspond to the elimination of \, / —
we have their introduction rules. I' = A means that A derives from I'; I, A stand
for structures, A, B, C for logic formulae.

AFBJ/A TFA TFA AFA\B

arrp /B rarp DB
A BFC B,AFC
arcjp M arsc M
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John and some student went to the park € s?

‘and’ conjunct expressions of the same category;
We have: John € np, some student € s/(np\s);
Hence we need s/(np\s) = np or np = s/(np\s).

john € np Lex]
apFap U [np\s Foap\s]!

/1"

\E]

nponp\s ks
np = s/(np\s)

john € np : john
nptmnp:john [np\st np\s: P]!

\E]

nponp\st s: P(john) o
np = s/(np\s) : \P.P(john)

The introduction rules correspond to A-abstraction.
O
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6. Lambek calculus. Advantages

» Hypothetical reasoning: Having added [\I], [/T] gives the system the right
expressivity to reason about hypothesis and abstract over them.

» Curry Howard Correspondence: Curry-Howard correspondence holds be-
tween proofs and terms. This means that parsed structures are assigned an
interpretation into a model via the connection ‘categories-terms’.

» Logic: We have moved from a grammar to a logic. Hence its behavior can be
studied. The system is sound, complete and decidable.

Contents First Last Prev Next <«



7. Lambek calculus. Limits

» No explicit structural reasoning: There is no way to speak about the
structures and have control on them. If we consider the system commutative
and /or associative overgeneration problems arise. If we do not the system will
undergenerate.

1. The book that Dodgson wrote € np?
[z1 F np]!

D (Wroté 1) F s

1
that - (n\n)/(s/np) D wrote - s/np [[//EI]]
book - n that (D wrote) - s/np B
the - np/n book (that (D wrote)) - n B [\E]

the (book (that (D wrote))) - np

2. that Dogson dedicated to Liddell € n\n
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[z l—‘np]l

(D (dedicated: z)(to L)) F s ]
that = (n\n)/(s/np) D (dedicated (to L)) F s/np \E]
that (D (dedicated (to L))) - n\n

3. The Mad Hatter loves himself vs. * The Mad Hatter thinks Alice loves himself.

think - (np\s)/s Alice (10\:;(35 )k s {/E]
thinks (Alice (loves x)) F np\s 1
thinks (Alice loves) F (np\s)/np

himself F ((np\s)/np)\(np\s) : APy 2np-P(2)(2)

(The Mad Hatter)((loves)himself) = (The Mad Hatter)((thinks Alice loves)himself)

np tv np tv
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8. Multimodal Lambek Calculus
Frames F = (W, R?, R?)

W: ‘signs’, resources, expressions
R3: ‘Merge’, grammatical composition

R2: “feature checking’, structural control
Models M = (F, V)
Valuation V : TYPE — P(W): types as sets of expressions

Interpretation of the constants

V(@A) = {z|Iy(Rixy &yeV(A)}
V(ed) = {z|vy(Riyz =y e V(A)}

(C/B) = {z |VyVz[(R*zay & y € V(B)) = 2 € V(O)|}
) = {y VaVz[(RPzay & 2 € V(A)) = 2 € V(CO)]}
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9. Proof System

» Logic Rules: Besides the logic rules of (\,/) we have the introduction and
elimination rules for the unary operators (&, &)

AF®A T[(A)’FB Tk A

ralFe - CF mieea el

TFeld . A
s EEEE— S I

Ty A 2 rroia

» Structural Rules:
Distribution Computation
I[(A10Ag)] - A L((A)")]H A

T[(A1) "o (M) F A [Pol,,] T[AYF A [Poly,]

where s,u,v € {+,—} and v = sg(u, ).
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