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1. Recall: Language

We found a cute, hairy wampimuk sleeping behind the tree.

what is a “wampimuk”?

We can understand the meaning of a word by its context.

More generaly, the meaning representation of a word is given by the words it occurs
with. This info can be encoded into a vector.
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2. Language and Vision Spaces
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Language Vision

The two spaces are similar but different. We exploit both their similarity and their
difference.
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3. Similar: Exploit space similarity

Assumption: The two spaces encode similar information.

I Cross-Modal mappings provide semantic information about (unseen) concepts
via the neighbour vectors of the vector projection.

I Images can be treated as visual phrases.

I Language Models can be used as prior knowledge for CV recognizers.

Deals with things not in the training data (“unseen”) by transfering in one modality
knowledge acquired in the other (generalization).
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3.1. Cross-modal mapping: Generalization

Angeliki Lazaridou, Elia Bruni and Marco Baroni. (ACL 2014)

Generalization: transfering knowledge acquired in one modality to the other one.

Learn to project one space into the other, from the visual space onto the language
space.

I Learning: they use a set of Ns seen concepts for which we have both image-
based visual representations and linguistics vectors.

I The projection function is subject to an objective that aims at minimizing some
cost function between the induced text-based representations.

I Testing: The induced function is then applied to the image-based representa-
tions of unseen objects to transform them into text-based representations.
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3.2. Cross-modal mappings: Two tasks

I Zero-Shot Learning:

I Fast Mapping:

In both tasks, the projected vector of the unseen concept is labeled with the word
associated to its cosine-based nearest neighbor vector in the corresponding semantic
space.
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3.3. Zero-Shot Learning

Learn a classifier X → Y , s.t. X are images, Y are language vectors. Label an
image of an unseen concept with the word associated to its cosine-based nearest
neigbor vector in the language space.

For a subset of concepts (e.g., a set of animals, a set of vehicles), we possess infor-
mation related to both their linguistic and visual representations.

During training, this cross-modal vocabulary is used to induce a projection function,
which intuitively represents a mapping between visual and linguistic dimensions.

Thus, this function, given a visual vector, returns its corresponding linguistic rep-
resentation.

At test time, the system is presented with a previously unseen object (e.g., wampimuk).
This object is projected onto the linguistic space and associated with the word label
of the nearest neighbor in that space (containing all the unseen and seen concepts).
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3.4. Zero-Shot Learning: the task
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3.5. Zero-shot leaning: linear mapping
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3.6. Zero-shot leaning: example
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3.7. Dataset
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3.8. Fast Mapping

Learn a word vector from a few sentences, associate it to the referring image ex-
ploiting cosine-based neigbor vector in the visual space.

The fast mapping setting can be seen as a special case of the zero-shot task. Whereas
for the latter our system assumes that all concepts have rich linguistic representa-
tions (i.e., representations estimated from a large corpus), in the case of the former,
new concepts are assumed to be encounted in a limited linguistic context and there-
fore lacking rich linguistic representations.

This is operationalized by constructing the text-based vector for these concepts from
a context of just a few occurrences. In this way, we simulate the first encounter of
a learner with a concept that is new in both visual and linguistic terms.

New paper: Multimodal semantic learning from child-directed input Ange-
liki Lazaridou, Grzegorz Chrupala, Raquel Fernandez and Marco Baroni NAACL
2016 Short http://clic.cimec.unitn.it/marco/publications/lazaridou-etal-multimodal-learning-from-cdi-naacl2016.
pdf
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3.9. Images as Visual Phrases

I Given the visual representation of an object, can we “decompose” it into at-
tribute and object?

I Can we learn the visual representation of attributes and learn to compose them
with the visual representation of an object?
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3.10. Visual Phrase: Decomposition

A. Lazaridou, G. Dinu, A. Liska, M. Baroni (TACL 2015)

I First intuition: vision and language space have similar structures (also w.r.t
attribute/adjectives)

I Second intuition: Objects are bundles of attributes. Hence, attributes are
implicitely learned together with objects.
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3.11. Decomposition Model: attribute annotation

Evaluation: (unseen) object/noun and attribute/adjective retrieval.
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3.12. Images as Visual Phrases: Composition

Coloring Objects: Adjective-Noun Visual Semantic Compositionality (VL’14)
D.T. Nguyen, A. Lazaridou and R. Bernardi

1. Assumption from linguistics: Adjectives are noun modifiers. They are functions
from N into N.

2. From COMPOSES: adjectives can be learned from (ADJ N, N) inputs.

3. Applied to images: Compositional Visual Model?
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3.13. Visual Composition

From the visual representation:

I Dense-Sift feature vectors as Noun vectors (e.g. car. light)

I Color-Sift feature vectors as Phrase vectors (e.g. red car. red light)

Learn the function (color) that maps the noun to the phrase. Apply that function
to new (unseen) objects (e.g. red truck) and retrieve the image.

We compare the the composed visual vector (ATT OBJ) vs. composed linguistic
vectors (ADJ N) vs. observed linguistic vectors.
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3.14. Coloring Objects: Results

> 10 images > 20 images > 30 images

V comp
phrase - Vphrase 0.40 0.53 0.58

V comp
phrase - Wphrase 0.22 0.19 0.23

(Experiments: with Colors only).
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4. Different: Exploit differences

Assumption: The two spaces provide complementary information about concepts.

Multi-modal vectors are closer to human representations (better quality).
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4.1. Multimodal fusion: approaches
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4.2. Multi-modal Semantics Models: Concatenation

E. Bruni, G.B. Tran and M. Baroni (GEMS 2011, ACL 2012, Journal of AI 2014)
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4.3. Multi-modal models: drawbacks

I First, they are generally constructed by first separately building linguistic and
visual representations of the same concepts, and then merging them. This is
obviously very different from how humans learn about concepts, by hearing
words in a situated perceptual context.

I Second, MDSMs assume that both linguistic and visual information is available
for all words, with no generalization of knowledge across modalities.

I Third, because of this latter assumption of full linguistic and visual coverage,
current MDSMs, paradoxically, cannot be applied to computer vision tasks
such as image labeling or retrieval, since they do not generalize to images or
words beyond their training set.
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5. Similar and Different

I Cross-modal Mapping: Generalization (transfer in one modality knowledge
acquired in the other).

I Multi-modal Models: Grounded representation. Better quality.

Can we have both better quality and generalization?
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5.1. Multimodal Skip-gram Model

Lazaridou, Pham, Baroni (NAACL 2015)

Skip-Gram Mikolov et al. (2013), constructs vector representations by learning,
incrementally, to predict the linguistic contexts in which target words occur in a
corpus.

MMSKI-Gram builds vector-based word representations by learning to predict lin-
guistic contexts in text corpora. However, for a restricted set of words,

I the models are also exposed to visual representations of the objects they denote
(extracted from natural images), and

I must predict linguistic and visual features jointly.

I The joint objective encourages the propagation of visual information to repre-
sentations of words for which no direct visual evidence was available in training.
The resulting multimodally-enhanced vectors achieve remarkably good perfor-
mance both on traditional semantic benchmarks, and in their new application
to the zero-shot image labeling and retrieval scenario
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5.2. Multi-modal Skip-gram Model
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5.3. Multi-modal Skip-gram Model

I Better quality vector representation tested against:

. Word similarity (MEN, SimLex-999, SemSim and VisSim)

I Generalization tested against:

. Image Retrieval of (unseen) objects
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5.4. MMSkip-gram
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5.5. Multimodal Models: Evaluation Tasks
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5.6. Multi-modal models: predicting colors

E. Bruni, G. Boleda, M. Baroni and N. Tran (ACL 2012)
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5.7. Application: predict concretness

D. Kiela, F. Hill, A. Korhone and S. Clark (2014) Imoroving multimodal represen-
tation using image dispersion: Why less is sometimes more. ALC 2014
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5.8. Application: methaphor detection

Shutova et al 2016
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6. VQA
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7. Visual Story Telling
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8. FOIL it!
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9. Administrativa

I Next week (26th) last frontal class: on going work on Vision and quantities at
CIMeC/clic.

I 11th of May 15:00-18:00 (aula 1): Project presentation

I 17th of May 10:30-12:30 (aula 1): written exercises
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10. Open questions from last time

I L1 loss function is also known as least absolute deviations (LAD), least absolute
errors (LAE). It is basically minimizing the sum of the absolute differences
between the target value and the estimated values

I L2-norm loss function is also known as least squares error (LSE). It is basically
minimizing the sum of the square of the differences between the target value
and the estimated values.
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